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1 Introduction

Since 2002 when for the first time a bosonic gas was loaded into an optical lattice [1], the interest in such systems of strongly correlated particles has immensely increased. The underlying physics is closely related to the phenomenon of superfluidity, which is a much older topic. Superfluidity was discovered in the 30s of the last century, as a property of cool $^4\text{He}$ liquids [2,3].

1.1 Helium II

Surely, one of the most curious phenomena in condensed matter physics is the behavior of $^4\text{He}$ at low temperature. Cooling it down at normal pressure, this noble gas becomes liquid only at temperatures below 6 K and never reaches a solid state, as shown in the phase diagram in Fig. 1.1(a). Instead, a more exciting phase transition takes place at a temperature about 2.2 K, which is directly observable: For temperatures above this critical value, the cold liquid looks like boiling water with the characteristic bubbles. These bubbles are due to a temperature gradient within the liquid which is caused by evaporative cooling at the surface of the liquid. As a consequence, the vapor pressure within the liquid is higher than at its surface, allowing for the formation of gas bubbles. At 2.2 K, the bubbles suddenly disappear and the liquid becomes completely calm. Evaporation still takes place, but in the new phase, called helium II, the thermal conductivity increases, allowing for an immediate heat balance and therefore a "bubblefree" evaporation only from the surface of the liquid.

Another astonishing feature can be observed, if one cools down $^4\text{He}$ in an open vessel: Against gravity a thin film of the fluid climbs up the wall of the vessel so that it flows out of it. This behavior comes along with a vanishing viscosity of the fluid. In 1938, P. Kapitza [2] as well as J. F. Allen and D. Misener [3] measured the viscosity of helium by observing the flow through thin capillaries. Below the critical temperature, the viscosity became suddenly very small, possibly zero. Therefore the name "superfluidity" was given to this new phase of helium.

An exciting effect due to this vanishing viscosity, is the so-called fountain effect or thermomechanical effect shown in Fig. 1.1(b): Heating helium II within a thin capillary which is in contact with a bath, causes a rise of the liquid within the capillary.

The first explanation for the phase transition undergone by cold helium was given in 1938 by F. London [6]. Only one decade earlier, S. N. Bose and A. Einstein had made the theoretical prediction of a new phase of matter, the so called Bose-Einstein condensation (BEC) [7,8]. Now London calculated the critical temperature $T_c$ for the transition into the BEC-phase assuming an ideal gas of bosonic particles having the same density as liquid helium and the same particle mass as $^4\text{He}$. His result, $T_c = 3.1$ K, agrees fairly well with the critical temperature of $^4\text{He}$ known from experiments, so London believed that BEC and the superfluid phenomena of $^4\text{He}$ are closely related.
Figure 1.1: At normal pressure, there is no solid state in the phase diagram of $^4\text{He}$ shown in (a). An interesting experiment with helium II is shown in (b): The liquid in the capillary rises when it is heated.

Shortly afterwards, L. Tisza proposed a two-fluid model [9], explaining hydrodynamic properties of superflow like the fountain effect. He therefore assumed a BE-condensed fraction of the liquid with no entropy and no viscosity and a normal fraction with finite entropy and finite viscosity. The effect shown in Fig. 1.1(b) can then be interpreted as the consequence of an osmotic pressure between the bath and the capillary. As the superfluid fraction within the capillary is destroyed by heat and the normal component has no chance to flow out of the thin capillary, the only way to equilibrate the concentration is by a flow of superfluid helium from the bath into the capillary.

The two-fluid model has been further confirmed by Andronikashvili’s experiment done a few years later [10]. Instead of measuring the viscosity by the flow through a capillary, he observed the damping of a rotating disk within the liquid. What he found was a non-zero viscosity even in the superfluid phase confirming the idea of the two-fluid model: The damping is due to the normal component of the liquid which is supposed to have a finite viscosity. This experiment therefore allows for determining the temperature-dependent ratio of the normal density to the superfluid density. One result is that the whole liquid becomes superfluid if one approaches zero temperature. This does not agree with Penrose’s prediction [11] of a BE-condensed fraction at $T = 0$, which is, due to interactions, less than 10%.
Figure 1.2: Specific heat of \(^4\)He and of an ideal Bose gas with the same density and particle mass: \(\lambda\)-transition versus second-order phase transition. Taken from [4].

Neglecting interactions and treating a liquid as a non-interacting gas, however, did not allow for explaining all the properties of helium II. Comparing the specific heat curves of an ideal Bose gas and \(^4\)He, both shown in Fig. 1.2, we can find two main differences:

- The transition from the normal helium I to the superfluid helium II shows an ostentations logarithmic divergence resembling the Greek letter \(\lambda\). Therefore it is referred to as the \(\lambda\)-transition. The specific heat of the ideal Bose gas, however, is finite at the critical point. This indicates that for a proper comprehension of the phase transition, interactions cannot be neglected. Strong-coupling field theory considering a \(\Phi^4\)-interaction is able to give a precise explanation of the measured specific heat curve near the transition point. The universal critical exponents which have been measured with high precision by space shuttle experiments [12] agree best with the field-theoretic predictions in Refs. [13,14].

- A second difference in the specific heat of an ideal Bose gas and \(^4\)He, respectively, concerns the region where the temperature approaches zero. While the specific heat of helium is proportional to \(T^3\), like the specific heat of a solid at low temperature, the ideal gas heat obeys a different power law, being proportional to \(T^{3/2}\).

In order to circumvent this latter inconsistency, L. Landau proposed another description of superfluidity [15,16]. Instead of considering the condensation of free particles into the ground-state, he assumed that helium II was made up of condensed atoms and excitations. For the latter, he postulated a dispersion relation as shown in Fig. 1.3: The energetically lowest excitations have a quasi-particle-like
character like the acoustic phonons of a solid:

$$\epsilon_{ph}(p) = c |p|, \quad (1.1)$$

where the energy $\epsilon_{ph}$ of these excitations is related to their momentum $p$ by their velocity $c$. Such a dispersion relation explains the solid-like $T^3$-dependence of the specific heat for $T \to 0$. But other than a solid, a liquid is not expected to sustain transversal optical modes, therefore the degrees of freedom must be exhausted with other excitations. Landau postulated their dispersion relation as

$$\epsilon_t(p) = \Delta + \frac{p^2}{2m}, \quad (1.2)$$

where $\Delta$ is an energy gap and $m$ the effective mass of the excitations. These excitations are called rotons as they are considered to be the quanta of vortex motion. Both, phonons and rotons are bosonic.

What is crucial about this dispersion relation is the fact that it always has a finite group velocity $\epsilon/|p|$. Frictionless flow can then be understood from the energy balance. Let us therefore consider superfluid helium at $T = 0$ flowing through a tube from two different reference frames. In the laboratory frame where the tube does not move all atoms flow frictionless with a velocity $v$, each of them having the momentum $q$. The total momentum is $Q_0 = \sum_i q_i$, the total energy of the system is $E_0$. In the rest frame of the liquid, each atom has the momentum $q' = 0$, i.e. $Q'_0 = 0$. The total energy $E'_0$ is related to the energy in the laboratory frame by the Galilei transform [17]:

$$E'_0 = E_0 + Q'_0 \cdot v - \frac{1}{2} M v^2, \quad (1.3)$$
where \( M \) is the total mass. If there is friction between the wall and the liquid, there should be excitations “moving” with the wall, i.e. the total momentum in the rest frame of the liquid is non-zero, say \( \mathbf{Q}' = \mathbf{p} \) for an excitation with momentum \( \mathbf{p} \). The total energy in the rest frame of the liquid now is increased by the energy \( \epsilon(\mathbf{p}) \) of the excitation: \( E' = E_0' + \epsilon(\mathbf{p}) \). From the laboratory frame, the total energy therefore reads, according to Eq. (1.3):

\[
E = E' - \mathbf{Q}' \cdot \mathbf{v} + \frac{1}{2} M v^2 = E_0 + \epsilon(\mathbf{p}) - \mathbf{p} \cdot \mathbf{v}.
\]  

(1.4)

This means that the energy difference associated with an excitation is \( \Delta E = E - E_0 = \epsilon(\mathbf{p}) - \mathbf{p} \cdot \mathbf{v} \). To be energetically favorable, i.e. \( \Delta E < 0 \), the excitations must fulfill the condition:

\[
\frac{\epsilon(\mathbf{p})}{|\mathbf{p}|} < |\mathbf{v}|.
\]  

(1.5)

Because a dispersion relation like the one shown in Fig. 1.3 has the property that \( \frac{\epsilon(\mathbf{p})}{|\mathbf{p}|} \) is finite for any \( \mathbf{p} \), there exists a critical velocity \( v_c \) up to which excitations are energetically unfavored and the liquid therefore flows frictionless. So Landau’s theory does not only explain superfluidity from the excitation spectrum, but also predicts a critical velocity at which superfluidity breaks down. And indeed, such a critical velocity could be observed in experiments, but it turned out to be much smaller than the one predicted by Landau [18]. This deviation is due to turbulences which have not been considered in our argumentation.

The above explanation was restricted to \( T = 0 \), because only excitations from the ground-state are considered. But the idea can be generalized to finite temperatures by applying a two-fluid model. Other than in Tisza’s model, where both the superfluid and the normal component are particle-like, Landau’s model assumes a quasi-particle behavior of the normal component. This seemed to disagree with London’s and Tisza’s point of view relating superfluidity to BEC, but the discrepancy was solved in 1947 by N. N. Bogoliubov who gave the microscopic arguments for Landau’s dispersion relation. He calculated the excitation spectrum for weakly interacting Bose gases [19] and showed that

- the depletion of the ground state can be neglected, allowing for BEC even in non-ideal gases,

- the excitations can be described by a phonon dispersion.

In this way Bogoliubov’s calculation reconciles the two different points of view. The assumption of weak interaction, however, hinders a good quantitative agreement of Bogoliubov’s theory with the strong interacting helium. Weakly interacting Bose gases have only been condensed since 1995 [20,21]. We will therefore further discuss Bogoliubov’s theory at a later stage in this thesis.

What we have seen in this section is the important role that dispersion relations play for the understanding of superfluidity. In the following section we will shortly sketch how an experiment may test the theoretic prediction.

### 1.2 Bragg Spectroscopy

The dispersion relation of helium II postulated by Landau and predicted by Bogoliubov had been confirmed experimentally by neutron scattering [22]. A more precise technique which was recently
applied to BEC [23, 24] and also Bose gases in optical lattices [25, 26] is Bragg spectroscopy.

It is based on a two-photon transition which is induced by two laser beams as shown in Fig. 1.4(a): The photon of one beam is absorbed and excites the system from the initial state (= the ground state) to an intermediate state. A second photon from the other beam stimulates the transition to the final state. The energy and momentum related to this excited state is known from the experimental parameters defining the lasers: their wave vectors \( \vec{k}_1 \) and \( \vec{k}_2 \) as well as their frequencies \( \omega_1 \) and \( \omega_2 \).

The momentum transfer of the Bragg process is \( h \vec{k}_{\text{Bragg}} = h (\vec{k}_1 - \vec{k}_2) \). For \( |\vec{k}_1| \approx |\vec{k}_2| = k \), the transferred momentum can be freely tuned by the laser angle \( \theta \):

\[
h \vec{k}_{\text{Bragg}} \approx 2hk \sin \left( \frac{\theta}{2} \right) \left( \frac{k_1}{|k_1|} - \frac{k_2}{|k_2|} \right). \tag{1.6}
\]

Thus, by varying the angle the whole Brillouin zone can be reached.

The energy balance \( \epsilon \) of the two-photon process is given by the frequencies: \( \epsilon = h (\omega_1 - \omega_2) \). It therefore can be tuned independently from the momentum transfer by modifying one laser frequency. For a given momentum, the whole energy range can be scanned.

What is measured, is the response of the system to a given configuration, i.e. whether transitions take place or not. The probability of a Bragg process is basically given by the static structure factor \( S_k \) [27], which is the Fourier transform of the density correlation:

\[
S_k \sim \langle 0 | \hat{\rho}^\dagger (\vec{k}) \hat{\rho} (\vec{k}) | 0 \rangle, \tag{1.7}
\]

where \( |0\rangle \cdot |0\rangle \) denotes the ground-state expectation value and \( \hat{\rho} (\vec{k}) \) is the Fourier transform of the density. The transitions rate \( \Gamma_k (\omega) \) is proportional to the dynamic structure factor \( S_k (\omega) = S_k \delta (\hbar \omega - \epsilon_k) \). The peaks of this function determine the excitation spectra. The heights of the peaks are related.
to the spectral weights of each excitation.

All experiments [23–26] confirm the linear shape of the superfluid dispersion relation for small $k$. As an example Fig. 1.5 shows the recent results of Ref. [25] for a $^{87}$Rb gas in a cubic optical lattice. Bosonic gases in such lattices are the topic of the present thesis which is outlined in the next section.

1.3 Outline of the Thesis

The linear dispersion relation of helium II has turned out to be crucial for the understanding of its superfluid property. In the following we want to have a close look at another system which undergoes a transition into a superfluid phase, namely bosonic atoms in optical lattices, i.e. in periodic potentials created by laser beams. The experimental data cited in the previous section suggests that a similar dispersion relation characterizes such systems. Understanding these excitation spectra theoretically might allow for interpreting them as a trademark of superfluidity. Many theories for this problem, however, are hindered by the fact that they are either good in the superfluid phase as, for instance, the weak-coupling Bogoliubov approach in Ref. [28], or in the opposite regime of an insulating system, which can be well described by a strong-coupling theory as in Ref. [29]. The goal of this thesis is to derive a theory which produces good results on both sides of the phase transition, where special attention is directed on the spectra of the system.

Common to most theoretical approaches is the Bose-Hubbard Hamiltonian, which we therefore introduce only briefly in Section 2.1. We will discuss its validity for our problem at finite temperatures and put some detail on the derivation of a useful formula for the hopping parameter.

As a guideline for our further approach, we will pick the Ginzburg-Landau theory of phase transitions in Section 2.2. One important ingredient of this theory is the spontaneous symmetry breaking discussed in Section 2.3. Then the goal will be to find an appropriate Ginzburg-Landau functional describing this effect. The proper candidate is the effective action of the system. But we will reach this only in
Chapter 6, because a lot of groundwork has to be done before.

For the prediction of excitation spectra, the dynamics of the system plays an important role, so in the first section of Chapter 3 we will introduce the quantum-mechanical time evolution. Since the effective action is the Legendre transform of the generating functional of the cumulants, which on its part is the logarithm of the generating functional of the Green’s functions, we dedicate the rest of this chapter to a presentation of different Green’s function formalisms. It is possible to define real-time Green’s functions at zero temperature or to rotate the problem to imaginary times, which allows for a description at finite temperature, but real-time information is no longer directly accessible. After discussing both methods shortly in Sections 3.2 and 3.3, we will therefore introduce a third Green’s function formalism, the so-called closed-time-contour formalism, with which we can treat the real-time problem at finite temperature. Since this will be the formalism of our choice, it will be presented in more details, and important conventions for the following chapters are made in Sections 3.4 and 3.5.

As the Hamiltonian is not exactly solvable, we have to rely on perturbation theory. In Chapter 4 we will see how the perturbative expansion works for the generating functional of the cumulants. Its peculiarity consists in treating the symmetry-breaking source terms and the kinetic part of the Hamiltonian as a perturbation. The expansion with respect to the currents may yield a functional of the typical Ginzburg-Landau form. The hopping expansion is on the one hand obvious for practical reasons, since it reduces the unperturbed part of the Hamiltonian to a simply solvable problem. On the other hand, we have good physical reasons to consider the kinetic part as a perturbation, since we know from Quantum Monte Carlo data [30] that it is small compared to the interactions in the interesting regime, where the phase transition takes place. We will furthermore argue with dimensional scaling properties of the Hamiltonian, due to which a hopping expansion solves the problem exactly in infinite dimensions. Applying the linked-cluster theorem discussed in Section 4.3, we are then able to find diagrammatic rules for our series expansion in Section 4.5. To get the desired Ginzburg-Landau functional, we would have to truncate the series in the fourth order of the source terms. But since the closed-time-contour formalism doubles the time degrees of freedom, they grow exponentially in higher-orders of our perturbation theory, and therefore we will write down the expansion only up to the second order in the currents in Section 4.6. This restricts the validity of this functional to the insulating phase, but after having seen, how to perform the Legendre transformation of this functional in Chapter 5, we will be well prepared to repeat the procedure up to the desired fourth order in Chapter 6.

One main ingredient of the Legendre transform is a resummation of the Green’s functions, which we will discuss in Section 5.3. Here we will find that, although the perturbative part of the Hamiltonian has entered the expansion only in first order, some higher-order diagrams are taken into account, when we consider the effective action.

The fourth-order expansion in Chapter 6 actually demands calculating sixteen further complicated Green’s functions. By proving that one of them is zero, we will find that the equations of motion depend on only four new Green’s functions. Analyzing their symmetry properties reduces the computational task to only one Green’s function in this order. The lengthy calculation of this function is put into the appendix. For an analytical treatment of the equations of motion, we still have to linearize these equations in Section 6.2.
After that, the theory is ready and we can apply it to get the desired results. These are presented in Chapter 7 for zero temperature. We will first discuss the phase boundary and the spectra in the insulating phase. In Section 7.2 the spectra in the superfluid phase will be found and discussed. They are compared to the Bogoliubov prediction and to the spectra obtained in the insulating phase. We are especially interested in a mapping between both regimes. In Section 7.3 the critical behavior on both sides of the phase boundary will be analyzed in the light of a scaling theory. Critical exponents for the gap and the mass of the spectra will be obtained.

In the last chapter, we will have a look at other theories in order to compare our approach with them. In Section 8.1 we will point out the relation to the Gross-Pitaevskii equation in the limit of weak interactions. In Section 8.2 we will compare our results with those obtained by a formalism which we actually consider to be equivalent for problems near equilibrium, namely a Ginzburg-Landau approach in imaginary time.
2 Models for the Problem

In this chapter we are going to prepare our later study of bosonic particles in an optical lattice by introducing and discussing the seminal Bose-Hubbard (BH) model [31,32] as the underlying Hamiltonian of the system. An interesting feature of this model is the possible phase transition from the so called Mott-insulator (MI) phase without any long-range correlations between the particles to the superfluid (SF) phase where such correlations exist. Therefore, we will also present the Ginzburg-Landau model for the free energy as a functional of an order field [14], which has turned out to be extremely useful for the description of second-order phase transitions like, for instance, the transition from a paramagnetic into a ferromagnetic phase.

At this place, however, we should stress a fundamental difference between this type of phase transition, which can be understood from a classical point of view, and the phase transition that we have to deal with: While in classical thermodynamics phase transitions are driven by thermal fluctuations of the system and the phase diagram therefore basically depends on the temperature, the MI-SF transition might occur even at zero temperature. The fluctuations establishing the long-range correlations are of quantum nature, thus it is called a quantum phase transition. Instead of thermodynamical quantities like temperature, parameters of the Hamiltonian like the coupling constant determine the criticality of the system.

In Ehrenfest’s classification scheme for phase transitions, discontinuities in the free energy or in any of its derivatives with respect to temperature (cf. Ref. [33]) are considered: If a discontinuity occurs first in the $n$th derivative, the phase transition is said to be of $(n+1)$th order. Thus, at a second-order phase transition, the free energy of a system does not jump, but changes its shape abruptly. Adapting this scheme to quantum phase transitions, these are said to be of second order, if excitations from the ground state have no energy gap at the phase boundary [34]. One goal of this thesis is to show that the Ginzburg-Landau model originally used for describing thermal phase transitions of second order, can be applied as well to the quantum phase transition undergone by BH systems.

2.1 Bose-Hubbard Model

The investigation of bosonic particles in optical lattices is usually based on the Bose-Hubbard model [31,32]. Given a perfectly periodic external potential and a short-range interaction between two particles, e.g. a contact interaction, the model describes the situation of particles localized on lattice sites $i$ being able to interact with other particles on the same site and to hop to neighboring sites. The simplest and most common version of the Bose-Hubbard-Hamiltonian reads:

$$\hat{H}_{BH} = \sum_i \left[ \frac{1}{2} U \hat{a}_i^\dagger \hat{a}_i \left( \hat{a}_i^\dagger \hat{a}_i - 1 \right) - \mu \hat{a}_i^\dagger \hat{a}_i \right] - J \sum_{\langle i,j \rangle} \hat{a}_i^\dagger \hat{a}_j, \quad (2.1)$$
where $\hat{a}_i^\dagger$ and $\hat{a}_i$ are the bosonic creation and annihilation operators and the index $i$ denotes the lattice site. The operators fulfill the usual bosonic commutation relations

$$[\hat{a}_i^\dagger, \hat{a}_j] = [\hat{a}_i, \hat{a}_j] = 0, \quad [\hat{a}_i, \hat{a}_j^\dagger] = \delta_{ij}, \quad \text{(2.2)}$$

The parameters $U$ and $J$ in Eq. (2.1) characterize the on-site interaction strength and the hopping strength, respectively. While the interaction is local, the hopping process is described by a non-local sum being proportional to the hopping strength $J$. The bracket $\langle \cdot, \cdot \rangle$ restricts this sum to nearest neighbor terms only, so it reflects the annihilation of one particle at a site $i$ and its re-creation at an adjacent site $j$. There is a third parameter $\mu$ in Eq. (2.1) which represents the chemical potential. We need it as a grand-canonical description is chosen. This means that the system is assumed to be in contact with a huge bath allowing for an exchange of both energy and particles.

In order to relate the model parameters to the ones configuring the experiments [1], we note that the total particle number of the system $N$ and the average particle number per site $n$ become fixed in thermal equilibrium via a minimization of the grand-canonical free energy. The interaction parameter $U$ can be tuned by the s-wave scattering length of the particles $a_{BB}$ via Feshbach resonances [35]. Besides, $U$ is influenced by the particle mass $m$ and the lattice potential $V(x)$. These two parameters also determine the hopping strength $J$. This thesis is restricted to the most common case of a cubic lattice potential

$$V_{\text{ext}}(x) = \sum_{j=1}^{3} V_0 \sin^2 \left( \frac{\pi}{a} x_j \right), \quad \text{(2.3)}$$

which can be realized by six counter-propagating lasers. Here $V_0$ denotes the intensity of the laser. The lattice constant is $a = \lambda/2$, where $\lambda$ is the wavelength of the laser light.

The interaction potential is usually specified to a delta-potential describing contact interaction

$$V_{\text{int}}(x_1, x_2) = \frac{4 \pi a_{BB} \hbar^2}{m} \delta(x_1 - x_2). \quad \text{(2.4)}$$

While the experimentalists have the convention to measure all parameters having the dimension of energies (like $J$, $U$, $V_0$, $\mu$) in units of the recoil energy $E_R = \hbar^2 \pi^2/(2a^2 m)$, from the theoretical point of view, it is more comfortable to use one of the model’s parameters as a basic energy unit. We will mostly measure all energies in units of $U$.

### 2.1.1 Model Parameters

In order to express $U$ and $J$ in terms of the experimental parameters, the Bose-Hubbard Hamiltonian given by Eq. (2.1) has to be derived from the general many-body Hamiltonian, which is done, for instance, in Ref. [36]. We only present the main results here and derive an alternative formula for $J$.

The interaction parameter $U$ is found to be

$$U = U_i = \frac{4 \pi a_{BB} \hbar^2}{m} \int d^3 x \ |w(x - x_i)|^4, \quad \text{(2.5)}$$

where $w(x - x_i)$ is the energetically lowest Wannier function [37]. The argument of this function
depends on the coordinates \( x_i \) of the lattice site \( i \), where the particle is localized. The Wannier functions are also needed for defining the hopping parameter \( J \):

\[
J = J_{ij} = - \int \! d^3 x \ w^*(x - x_i) \left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}}(x) \right] w(x - x_j).
\]

To derive Eqs. (2.5) and (2.6), two fundamental assumptions have to be made:

1. Other than the first-band Wannier function need not to be taken into account.

2. The overlap between neighboring Wannier functions can be neglected in the interaction term. So we end up with a local interaction. Consequently, we apply this restriction also to the kinetic term \( J_{ij} \) and restrict it to the first non-trivial contribution, which is the overlap of nearest neighbors.

We will briefly discuss the validity of these assumptions in the next subsection. The Wannier functions, whose knowledge is required in the above expressions, come from solid-state physics. This connection is no surprise, since the situation here is basically the same as in a solid: There are particles moving in a periodic potential. Thus the Bloch theorem can be applied, which tells us that the accessible states form energy bands. The determination of the Bloch states \( \Phi_{n,k} \), where \( n \) is the band number and \( \hbar k \) the momentum, demands solving the Schrödinger equation for a single particle in a periodic potential, i.e.:

\[
\left[ -\frac{\hbar^2}{2m} \nabla^2 + V_0 \sum_{j=1}^3 \sin^2 \left( \frac{\pi x_j}{a} \right) \right] \Phi_{n,k}(x) = E_{n,k} \Phi_{n,k}(x).
\]

As the Bloch states describe delocalized particles in the lattice with fixed wave vector \( k \), one has to make a Fourier transformation in order to deal with localized particles, i.e. particles with fixed site index and indefinite momentum. This gives us the Wannier functions:

\[
w(x - x_i) = N^{-1/2} \sum_k e^{-ikx_i} \Phi_{0,0,k}(x),
\]

where \( N \) is the number of lattice sites and the sum runs over all \( k \)'s in the first Brillouin zone. Here we have restricted ourselves to the lowest Bloch band, because there is no Pauli principle for bosons, so at low temperature the occupation of higher bands can be neglected.

In Ref. [36] a numerical approach for calculating the Wannier functions is compared with a harmonic approximation which becomes exact in the limit of an infinite strong lattice potential. In this approximation, the Wannier function of an one-dimensional system reads

\[
w(x) = \left( \frac{\pi^2 V_0}{n^4 E_R} \right)^{1/8} \exp \left[ -\frac{\pi^2}{2} \sqrt{\frac{V_0}{E_R}} \left( \frac{x}{a} \right)^2 \right].
\]

The Wannier functions in higher dimensions can easily be constructed by multiplication of one-dimensional functions. In three dimensions we therefore have:

\[
w(x - x_i) = w(x - x_i)w(y - y_i)w(z - z_i).
\]
2 Models for the Problem

Inserting this into Eq. (2.5) yields the on-site potential in harmonic approximation. One finds that this expression depends on the dimensionality of the lattice. In three dimension it reads

\[
\frac{U}{E_R} = \sqrt{8\pi} \frac{a_{BB}}{a} \left( \frac{V_0}{E_R} \right)^{3/4}.
\]

(2.11)

Except for very small lattice potentials, this harmonic approximation produces values of \( U \) similar to the ones obtained by the numerical method.

For the hopping parameter \( J \) a useful formula can be found from the theory of Mathieu’s equation which agrees better with the numerical results than the harmonic approximation (see Ref. [38]) and requires no knowledge of the Wannier functions. It reads:

\[
\frac{J}{E_R} = \frac{4}{\sqrt{\pi}} \left( \frac{V_0}{E_R} \right)^{3/4} e^{-2\sqrt{V_0/E_R}}.
\]

(2.12)

To derive it, we first must separate the space coordinates. To this end, we insert the separation ansatz (2.10) in Eq. (2.6) and note that according to Eq. (2.3) the operator \( \hat{h} \equiv -\frac{\hbar^2}{2m} \nabla^2 + V_{ext}(x) \) can be written as a sum of operators acting on one spatial coordinate only: \( \hat{h} = \hat{h}_x + \hat{h}_y + \hat{h}_z \). Then Eq. (2.6) reads

\[
J_{ij} = -\left\{ \int_{-\infty}^{\infty} dx \ w^*(x - x_i) \hat{h}_x w(x - x_j) \int_{-\infty}^{\infty} dy \ w^*(y - y_i) w(y - y_j) \int_{-\infty}^{\infty} dz \ w^*(z - z_i) w(z - z_j) \\
+ \int_{-\infty}^{\infty} dx \ w^*(x - x_i) w(x - x_j) \int_{-\infty}^{\infty} dy \ w^*(y - y_i) \hat{h}_y w(y - y_j) \int_{-\infty}^{\infty} dz \ w^*(z - z_i) w(z - z_j) \\
+ \int_{-\infty}^{\infty} dx \ w^*(x - x_i) w(x - x_j) \int_{-\infty}^{\infty} dy \ w^*(y - y_i) w(y - y_j) \int_{-\infty}^{\infty} dz \ w^*(z - z_i) \hat{h}_z w(z - z_j) \right\}.
\]

(2.13)

In the following, we will need the orthonormality of the Wannier functions

\[
\int_{-\infty}^{\infty} dx \ w^*(x - x_i) w(x - x_j) = \delta(x_i - x_j).
\]

(2.14)

Now we concentrate on the fact that \( J_{ij} \) should describe nearest neighbor hopping only, so in one spatial direction, say \( x \), we have \( x_i - x_j = a \) while in all the other directions, say \( y \) and \( z \), the spatial distance is zero. From this we see that the hopping matrix element does not depend on the dimensionality of the system. There is always only one term on the right-hand side of Eq. (2.13) which survives. The whole expression reduces to

\[
J_{ij} = -\delta_{<i,j>} \int_{-\infty}^{\infty} dx \ w^*(x - x_i) \hat{h}_x w(x - x_j) \equiv \delta_{<i,j>} J.
\]

(2.15)

The matrix element \( \delta_{<i,j>} \) should make sure, that \( i \) and \( j \) are nearest neighbors. It is equivalent to write

\[
J_{ij} = \begin{cases} 
J, & \text{if } i, j \text{ nearest neighbors} \\
0, & \text{otherwise}
\end{cases}
\]

(2.16)
If we express the Wannier functions in terms of the Bloch functions by inserting Eq. (2.8), we can still use the orthogonality of the Bloch functions, i.e.:

$$\int_{-\infty}^{\infty} dx \, \Phi_{0,k'}^*(x) \Phi_{0,k}(x) = \delta_{k,k'}.$$  

(2.17)

With this we obtain

$$J_{ij} = -\delta_{<i,j>} \frac{1}{N_x} \sum_{k_x} e^{ik_x(x_i-x_j)} E_{0,k_x} = -\delta_{<i,j>} \frac{1}{N_x} \sum_{k_x} e^{ik_x a} E_{0,k_x}.$$  

(2.18)

From the Bloch theorem we know that the energy bands have the periodicity of the reciprocal lattice, i.e.

$$E_{n,k} = E_{n,k+2\pi/a}.$$  

(2.19)

Due to the inversion symmetry of the external potential from Eq. (2.3), we furthermore have the Kramer’s theorem (see e.g. Ref. [39])

$$E_{n,k} = E_{n,-k}.$$  

(2.20)

According to Eqs. (2.19) and (2.20), all the sine-terms in the Fourier series of $E_{0,k}$ are zero:

$$E_{0,k} = \frac{e_0}{2} + \sum_{m=1}^{\infty} e_m \cos(kma),$$  

(2.21)

with the coefficients

$$e_i = \frac{a}{\pi} \sum_{k \in \text{BZ}} E_{0,k} \cos(kma).$$  

(2.22)

We insert this in Eq. (2.18) and transform the sum into an integral, according to the rule $1/N \sum_{k} \rightarrow \frac{L/2\pi}{L/a} \int_{-\pi/a}^{\pi/a} dk$. These integrals then read

$$\int_{-\pi/a}^{\pi/a} \cos(ka) \cos(mka) dk = \delta_{m,1} \frac{\pi}{a},$$  

(2.23)

$$\int_{-\pi/a}^{\pi/a} \sin(ka) \cos(mka) dk = 0.$$  

(2.24)

This means that $J$ reduces to minus half of the first Fourier coefficient of $E_{0,k}$:

$$J = -\frac{e_1}{2}.$$  

(2.25)

Now we must relate the first Fourier coefficient to the bandwidth $B$ of $E_{0,k}$. Since $\cos(2n\pi) = \cos(0)$ with $n \in \mathbb{N}$, even Fourier coefficients do not contribute to the bandwidth. When we furthermore suppose that $E_{0,k}$ has a shape similar to the cosine, the third and higher Fourier coefficients have to be much smaller than the first one. Thus, the bandwidth of $E_{0,k}$ is almost identical with two times the absolute value of the first Fourier coefficient. With Eq. (2.25) we get $J = B/4$. 
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Now we consider the Schrödinger equation (2.7) and use the trigonometric relation \( \sin^2 \alpha = (1 - \cos 2\alpha)/2 \) in order to transform it into the one-dimensional Mathieu equation

\[
\left[ -\frac{\partial^2}{\partial x^2} + \frac{\tilde{V}_0}{2}(1 - \cos 2x') \right] \Phi_{n,k} = \tilde{E}_{n,k} \Phi_{n,k}(x'),
\]

where we substituted the energies \( E \rightarrow \tilde{E} \equiv E/E_R \) and lengths \( x \rightarrow x' \equiv (\pi/a)x \) to dimensionless variables. From the literature on this equation [40], we know that there are stable solutions for a given eigenvalue \( \tilde{E}_{n,k} \) only within stability regions depending on \( \tilde{V}_0 \). The energetically lowest stability region has a bandwidth which is known to be given by four times the right side of Eq. (2.12) for large \( \tilde{V}_0 \). With the relation between \( J \) and \( B \) derived above follows Eq. (2.12).

### 2.1.2 Assumptions Made in the Bose-Hubbard Model

Obviously, the model Hamiltonian (2.1) idealizes the experimental situation, as it contains the following four assumptions:

1. The system is translationally invariant.
2. Only one state is considered on each lattice state.
3. No interaction between particles on distinct sites is included in the model.
4. Hopping to other than nearest neighbor sites is excluded.

To justify the first assumption, we must recognize that the system is assumed to be large compared with the lattice spacing and the trap, which is necessary to confine the gas, represents a very smooth potential. Nevertheless, there are some effects like the amplitude damping of the order parameter in collision and revival experiments [41,42] or a visibility smaller than one even deep in the superfluid phase which cannot be understood from the point of view of an infinitely large, homogeneous system [43]. The inhomogeneity of the trap could be taken into account by letting the chemical potential depend on the lattice site, but we will not do that, because the equations of motion, that we will derive later, become local in Fourier space if spatial homogeneity is assumed.

Let’s take a look on the justification of the other assumptions: The second one restricts the model to systems of only one type of particles. Furthermore, particles with degenerate spin states cannot be described by such a Hamiltonian. In many cases, however, the system is magnetically trapped, such that all spins are aligned. Then it depends basically on the temperature of the system, if we can restrict ourselves to the lowest energy band and the corresponding Wannier function \( u_i(x - x_i) \), or if higher bands are important, too. In a few moments we will crudely estimate the occupation of higher bands for a realistic temperature, in order to see that higher bands do not play an important role.

The third assumption at first depends on the interaction between the particles, which must be very short-range. Whether this is the case, depends very much on the particles under consideration. For the most frequent experimental case of alkali atoms, the magnetic dipole moment is relatively small and the electric dipole moment is zero, thus in a good approximation, only contact interaction must be taken into account. This alone is still not sufficient to restrict the interaction to the form given in
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Eq. (2.5), since a particle at site $i$, described by the $n$th Wannier function $w_n(x - x_i)$, has a finite probability to be in contact with a particle at a different site $j$ described by $w_m(x' - x_j)$. However, if the second assumption is true, i.e. $n = m = 0$, the overlap of the lowest nearest neighbor Wannier functions is very small [44], which then justifies the third and also the fourth assumption. Excited bands, however, are less localized, so if the second assumption fails, the others may not hold. Thus the basic question is, whether we really can restrict ourselves to the lowest single-particle band.

As we deal with finite temperatures, the goodness of the second assumption has to be put into question. By a Taylor expansion of the lattice potential (2.3), we find that in the first non-vanishing order a harmonic potential $V(x) = (\pi/a)^2 V_0 x^2$ describes the system. In this approximation, the energy of the $n$th excited state is $E_n = (n + 1/2)\hbar \sqrt{(2\pi^2 V_0)/(ma^2)} = (2n + 1)\sqrt{V_0 E_R}$, where $m$ is the particle mass.

Taking the value for $E_R$ from Ref. [25], which is about $1 \cdot 10^{-11}$ eV, and a typical value for $V_0$, say $20 E_R$, we have $E_1 \approx 1.5 \cdot 10^{-10}$ eV while $E_0 \approx 0.5 \cdot 10^{-10}$ eV. Now we have to compare these values with the thermal energy $k_B T$. As there is still no method of measuring the temperature, we rely on theoretical considerations in order to find a suitable guess of it. In Ref. [36], for instance, the temperature of the gas is calculated by comparing the theoretical with the experimental visibility where the data is taken from Ref. [25]. For $V_0 = 20 E_R$, a temperature about $600$ nK is found. This gives a ratio $E_1/(k_B T)$ of about $3$, while $E_0/(k_B T)$ is about one. Inserting this in the Bose-Einstein statistic, where the medium occupation number is given by $\langle n \rangle = 1/\{\exp[E/(k_B T)] - 1\}$, we find $\langle n_0 \rangle/\langle n_1 \rangle \approx 10$. So the first excited band does not play a very important role and the first assumption can be justified not only for zero but as well for more realistic temperatures. Nevertheless, there seem to be cases where the occupation of higher Bloch bands has to be considered in order to achieve a good agreement with experiments. An example are Bose-Fermi gas mixtures [45,46].

2.2 Phase Transitions

As already mentioned above, our main interest is related to the phase transition between the MI and the SF phase which may occur in a lattice filled with bosons. Experimentally, this transition becomes manifest in the time-of-flight absorption pictures of the gas taken after switching off both the trap, which has confined the system, and the optical lattice. Then the initial momenta of the atoms make the cloud expand in space, leading to a density distribution that reproduces the momenta distribution integrated in one spatial direction. Since in the superfluid phase the bosons are delocalized over the whole lattice, they have, by Heisenberg’s uncertainty principle, a definite momentum. Therefore, sharp absorption peaks are measured in the SF phase while in the MI phase the opposite is the case: Localized atoms have no definite momentum and the time-of-flight absorption pictures show a fuzzy cloud (see Figure 2.1).

In order to quantify this effect, the visibility $V$ is defined as

$$V = \frac{n_{\text{max}} - n_{\text{min}}}{n_{\text{max}} + n_{\text{min}}},$$

(2.27)

where $n_{\text{max}}$ is the highest and $n_{\text{min}}$ the lowest density on a circle through the first side maximum around the center peak as shown in the inset of Fig. 2.2. In this figure the data from an experiment
measuring the visibility is shown [47]. Although the occurrence of a phase transition is evident from Figs. 2.1 and 2.2, both figures do not allow for determining the position of the phase transition. It thus would be nice to find other criteria marking the phase transition. We will later see that the excitation spectra can do that job.

From the theoretical point of view, the Bose-Hubbard model allows for predicting this phase transition and calculating the phase boundary or even the time-of-flight absorption pictures. For understanding such a second order phase transition, we introduce now the concept of an order parameter by Ginzburg and Landau.

### 2.2.1 Order Field and Ginzburg-Landau Model

The basic idea related to the order parameter is that we have a quantity which vanishes on the disordered side of the transition and takes finite values on the ordered side. In the following we denote this parameter by \( \Psi \). The dependence of the free energy \( \mathcal{F} \) on this parameter is assumed to be:

\[
\mathcal{F} = F_0 + \left( \frac{\lambda_2}{2} \right) |\Psi|^2 + \left( \frac{\lambda_4}{4!} \right) |\Psi|^4 + O(|\Psi|^5), \tag{2.28}
\]

with \( \lambda_2 \) and \( \lambda_4 \) being phenomenological parameters to be determined. It is important not to have odd terms in this expansion, as otherwise the transition would be of first order, i.e. the energy would change discontinuously in the critical regime [14]. For systems which exhibit a second-order phase transition, characterized by the vanishing of the characteristic energy scale in the excitation spectrum [34], the existence of a cubic term is forbidden by symmetry arguments. In our case, the symmetry in consideration is the phase-rotational invariance of the Bose-Hubbard Hamiltonian (2.1).

The description in Eq. (2.28) which was invented by Landau can be generalized to the so called **Ginzburg-Landau model** by letting \( \Psi \) vary in space. The free energy \( \mathcal{F} \) can then be written as a
Figure 2.2: For $N = 3.6 \times 10^5$ (gray circles) and $N = 5.9 \times 10^5$ (black circles) $^{87}$Rb atoms the visibility was measured as a function of the lattices potential by Ref. [47]. The inset marks the region of the time-of-flight pictures which were used in order to define the visibility.

functional of the order field $\Psi(x)$ and its gradient:

$$\mathcal{F}[\Psi] = \int d^3x \left( F_0(x) + \frac{1}{2} |\nabla \Psi(x)|^2 + \frac{\lambda_2}{2} |\Psi(x)|^2 + \frac{\lambda_4}{4!} |\Psi(x)|^4 \right),$$

(2.29)

where $F_0(x)$ is the free energy in the disordered phase. As it depends on the sign of $\lambda_2$, whether a zero or nonzero $\Psi(x)$ minimizes $\mathcal{F}$, phase transitions are expected when the sign of $\lambda_2$ changes. Originally applied to thermal phase transitions, the Landau coefficients $\lambda_i$ were supposed to depend basically on the temperature of the system. For $\lambda_2$ one has $\lambda_2 \sim \frac{T}{T_c} - 1$, where $T_c$ is the critical temperature [14].

Our goal, however, is the description of a quantum phase transition, so we wish to find coefficients which depend on a parameter given by the Hamiltonian of the system [34]. In our system, the critical regime is determined by the relative value of the hopping parameter $J$ to the on-site potential $U$.

In the theory of superfluidity [4], the transition to the superfluid phase is attended by a macroscopic occupation of the ground state. So as an order parameter or order field, a quantity should be chosen, which is proportional to the condensate amplitude. In the latter, the expectation value of the annihilation operator will define the discrete order field: $\hbar \Psi \equiv \langle \hat{a}_i \rangle$. We will see in the next section that a transition to non-vanishing order fields is related to a breakdown of the phase-rotational symmetry. The difference between the normal and the superfluid phase is illustrated in the plot of the free energy $\mathcal{F}[\Psi]$ (see Figure 2.3), which has a paraboloid shape in the normal phase and a wine-bottle shape in the superfluid phase. So there is only one minimum in the normal phase at $\Psi = 0$, but in the superfluid phase, for any continuous phase angle $\gamma$, the system has a global minimum at a finite $\Psi_0$.

### 2.2.2 Spontaneous Symmetry Breaking

When the Hamiltonian is invariant under a symmetry operation, but the ground state is not, it has to be degenerate [48]. The degenerate ground states are denoted by a label $\alpha$ which corresponds to an observable distinguishing the different states. There is no reason that a special $\alpha$ is preferred by
nature, so its expectation value $\langle \alpha \rangle$ should simply be the average of all possible $\alpha$, which can be set zero without loss of generality.

A phase transition takes place when the invariance of the Hamiltonian breaks down and the degeneracy is lifted. Then one of the states $|\alpha\rangle$ becomes the unique ground state and $\langle \alpha |$ is no longer zero. The physical reason for this is a breakdown of ergodicity [49]. It might be caused, e.g., by a potential barrier between the different states $|\alpha\rangle$, such that the system gets stuck in one arbitrary state forever.

In order to describe phase transitions, it is a useful method to add external sources to the Hamiltonian which are linearly coupled to the order field. The symmetry of the system is destroyed by these objects which besides might have no further physical meaning and be artificial.

The broken symmetry in our case of the transition to a superfluid phase is gauge invariance [4]. The Bose-Hubbard Hamiltonian (2.1) remains unchanged under a global phase rotation with a constant phase angle $\gamma$ for all creation and annihilation operators, i.e. $\hat{a}_i \rightarrow \hat{a}_i e^{i\gamma}$ and $\hat{a}_i^\dagger \rightarrow \hat{a}_i^\dagger e^{-i\gamma}$. This means that the expectation value of the creation and annihilation operators must not depend on the phase angle $\gamma$, which is only possible if $\langle \hat{a}_i \rangle = \langle \hat{a}_i^\dagger \rangle = 0$. It is found that in this normal phase at $T = 0$ the occupation number $n_i = \langle \hat{a}_i^\dagger \hat{a}_i \rangle$ is pinned to integer values depending on $\mu/U$ [34].

With an increasing hopping parameter $J$, however, the coupling of neighboring sites becomes more important. At some critical value $J/U$, it occurs that states with a broken symmetry are preferred [34]. Then we are in the superfluid phase with a non-zero $\langle \hat{a}_i \rangle$. This means that from the infinitely many minima in Fig. 2.3 the system has to choose one.

As the broken symmetry is continuous, the phase of the order parameter can fluctuate without exciting it energetically. These zero-energy-exitations are called Nambu-Goldstone modes [50,51]. There is a famous theorem, the so-called Goldstone theorem, which predicts one massless excitation mode for each broken continuous symmetry. Fluctuations of the amplitude, in contrast, amongst them all the fluctuations in the normal phase, have to go “uphill” against the free energy. Thus, the coherence length of the phase fluctuations are infinite, while the amplitude fluctuations have a finite coherence length [4].

One of our later goals will be the study of the excitation spectra for bosons in optical lattices. We will find what the Goldstone theorem predicts, namely one massless mode in the superfluid phase.
3 Green’s Functions Formalisms

The partition function of a quantum system, described by a time-independent Hamilton operator $\hat{H}$, is given by

$$Z \equiv \text{Tr} \left( e^{-\beta \hat{H}} \right),$$

with $\beta = 1/(k_B T)$ being the inverse of the temperature $T$ times the Boltzmann’s constant $k_B$. It determines all thermodynamic quantities, like the free energy, the entropy or the specific heat of the system. On the other hand, no information on local properties of the system, which for instance are needed for calculating time-of-flight absorption pictures, can be extracted from this expression. This information is contained in the so called correlation functions [14]. We will soon get to know a lot of different formalisms in which correlation or Green’s functions appear. So we are not going to give a precise definition yet, but only a preview of what is meant by them:

$$G(i_1, \ldots, i_n; i_{n+1}, \ldots, i_m) \sim \langle \hat{a}_{i_1} \cdots \hat{a}_{i_n} \hat{a}_{i_{n+1}} \cdots \hat{a}_{i_{m+n}} \rangle,$$

where $n, m \in \mathbb{N}$. The operators $\hat{a}_i$ and $\hat{a}_i^\dagger$ are the bosonic annihilation and creation operators which have already appeared in the definition of the Bose-Hubbard Hamiltonian (2.1) and fulfill the usual commutation relations (2.2). The meaning of the bracket $\langle \cdot \rangle$ depends on the applied formalism. In a $T \neq 0$ - theory it is defined by the following trace

$$\langle \cdot \rangle \equiv \frac{1}{Z} \text{Tr}(e^{-\beta \hat{H}}),$$

which is the thermal average. For a pure quantum-dynamic theory at $T = 0$, however, $\langle \cdot \rangle$ means the quantum-mechanical expectation value with respect to the ground state. After a short presentation of the correlation functions in this zero-temperature formalism in Section 3.2, we will deal with finite temperatures and then always have the definition (3.3).

One feature, that is common to all the presented formalisms, is some kind of time dependence of the correlation functions. So first we have to give an introduction to the time evolution of quantum-mechanical systems.

3.1 Quantum Mechanical Pictures

As in classical physics, the time evolution of a quantum mechanical system is generated by the Hamiltonian. But while in classical physics it is clear on which objects the time evolution has to act, as no discrepancy between the observables and the corresponding functions exists, the situation in quantum theory is not that obvious. Of course, the theory has to reproduce the measurable quantities, but it deals with theoretical constructs like states and operators, which are not per se observable. Only some
special combinations of them, e.g. scalar products, expectation values or transition amplitudes, can be measured directly. For this reason, a freedom of choice remains: the time evolution of an observable can either be constructed by letting the states evolve with time (Schrödinger picture) or the operators (Heisenberg pictures) or both (Dirac picture).

### 3.1.1 Schrödinger and Heisenberg Picture

For the perturbative calculations done later in this thesis, the Dirac picture will be used. Nevertheless, a short definition of the Schrödinger and the Heisenberg pictures is helpful, since the Dirac picture is a mixture of both. Moreover, it’s in the Heisenberg picture, where the definition of the correlation functions (3.2) holds as well in the time-dependent case.

There is one time, say $t = 0$, when the Schrödinger and the Heisenberg picture coincide. Then the constant Heisenberg states $|\phi\rangle_H$, can be identified with the Schrödinger states $|\phi(0)\rangle_S$:

$$|\phi(0)\rangle_S \equiv |\phi\rangle_H. \quad (3.4)$$

The time evolution of the Schrödinger states is generated by the total Hamiltonian $\hat{H}_S(t)$. This operator, although in the Schrödinger picture, might have an explicit time dependence, e.g. because of a time-dependent potential. By solving the time-dependent Schrödinger equation

$$i\hbar \frac{\partial}{\partial t} |\phi(t)\rangle_S = \hat{H}_S(t)|\phi(t)\rangle_S \quad (3.5)$$

we can find out how a state evolves with time [48]:

$$|\phi(t)\rangle_S = \hat{T} \left\{ e^{-\frac{i}{\hbar} \int_0^t dt' \hat{H}_S(t')} \right\} |\phi(0)\rangle_S. \quad (3.6)$$

Here the time-ordering operator $\hat{T}$ is introduced. It acts on an operator product by bringing it into chronological order from the right to the left. Eq. (3.6) holds for the most general case. Simplifications are possible, if $\hat{H}_S(t)$ has no explicit time-dependence or if Hamiltonians at different time arguments commute, i.e. $[\hat{H}_S(t), \hat{H}_S(t')] = 0$. In the latter case, one can drop the time-ordering operator in Eq. (3.6), in the first case the integration in the exponent yields trivially $\exp \left( -\frac{i}{\hbar} \hat{H}_S t \right)$.

In contrast to the states, the operators $\hat{O}$, if not explicitly time-dependent, are constant in the Schrödinger picture. The opposite is the case in the Heisenberg picture where the states are constant. As the expectation values have to be the same in both pictures, the relation between Heisenberg and Schrödinger operators is found to be:

$$\hat{O}_H(t) \equiv \hat{T} \left\{ e^{\frac{i}{\hbar} \int_0^t dt' \hat{H}_S(t')} \right\} \hat{O}_S(t) \hat{T} \left\{ e^{-\frac{i}{\hbar} \int_0^t dt' \hat{H}_S(t')} \right\}. \quad (3.7)$$

From this, we find the famous Heisenberg equation of motion by differentiation:

$$\frac{d\hat{O}_H(t)}{dt} = \frac{i}{\hbar} \left[ \hat{H}_H(t), \hat{O}_H(t) \right] + \left( \frac{\partial \hat{O}_S(t)}{\partial t} \right)_H. \quad (3.8)$$
3.1.2 Dirac Picture

The Dirac picture will be introduced now in a little bit more detail, as the perturbation theory that we will perform later works in this picture. The idea is to split the Hamiltonian in a “free” part $\hat{H}_0$ that can be solved exactly and a small perturbative term $\lambda \hat{H}_1(t)$ whose influence on the system is to be calculated in a power series of $\lambda$. So $\lambda$ might be only a formal device which can be set to 1 at the end. Usually $\hat{H}_0$ is chosen to be time-independent, while explicit time-dependencies of the Hamilton operator appear as the perturbation. Although it is not essential, let us take such a splitting for convenience.

The Dirac states $|\phi(t)\rangle_D$ and operators $\hat{O}_D(t)$ are defined by the following relations to their equivalents in the Schrödinger picture \cite{Dirac49}:

$$|\phi(t)\rangle_D \equiv \exp \left( \frac{i}{\hbar} \hat{H}_0 t \right) |\phi(t)\rangle_S, \quad (3.9)$$

$$\hat{O}_D(t) \equiv \exp \left( \frac{i}{\hbar} \hat{H}_0 t \right) \hat{O}_S(t) \exp \left( -\frac{i}{\hbar} \hat{H}_0 t \right). \quad (3.10)$$

It is important to note that for the unperturbed system, where $\hat{H}_0$ is the full Hamiltonian, the Dirac picture coincides with the Heisenberg picture.

By inserting Eq. (3.9) into the Schrödinger equation Eq. (3.5), we get a Schrödinger-like equation for the time evolution of the Dirac states, which is driven by $\hat{H}_{1D}(t)$. Correspondingly, we obtain from (3.10) a Heisenberg-like equation of motion for the time evolution of the Dirac operators, which is driven by $\hat{H}_{0D} = \hat{H}_{0D} \equiv \hat{H}_0$:

$$i\hbar \frac{\partial}{\partial t} |\phi(t)\rangle_D = \hat{H}_{1D}(t)|\phi(t)\rangle_D, \quad (3.11)$$

$$\frac{d}{dt} \hat{O}_D(t) = \frac{i}{\hbar} \left[ \hat{H}_0, \hat{O}_D \right] + \left( \frac{\partial \hat{O}_D(t)}{\partial t} \right)_D. \quad (3.12)$$

We define a unitary operator $\hat{U}(t,t_0)$, called evolution operator, with the property:

$$|\phi(t)\rangle_D = \hat{U}(t,t_0)|\phi(t_0)\rangle_D. \quad (3.13)$$

Then we get from Eq. (3.11)

$$i\hbar \frac{\partial}{\partial t} \hat{U}(t,t_0) = \hat{H}_{1D}(t)\hat{U}(t,t_0), \quad (3.14)$$

which has to be solved with the initial condition

$$\hat{U}(t_0,t_0) = \mathbb{1}. \quad (3.15)$$

Integrating Eq. (3.14) with Eq. (3.15) iteratively, yields a formal solution for the time-evolution
operator [49]:

\[ 
\hat{U}(t, t_0) = 1 + \left( -\frac{i}{\hbar} \right) \int_{t_0}^{t} dt_1 \hat{H}_{1D}(t_1) + \left( -\frac{i}{\hbar} \right)^2 \int_{t_0}^{t} dt_1 \int_{t_0}^{t_1} dt_2 \hat{H}_{1D}(t_1) \hat{H}_{1D}(t_2) + \cdots + \\
+ \left( -\frac{i}{\hbar} \right)^n \int_{t_0}^{t} dt_1 \cdots \int_{t_0}^{t_{n-1}} dt_n \hat{H}_{1D}(t_1) \cdots \hat{H}_{1D}(t_n) + \cdots. 
\]

(3.16)

This expression is called **Dyson series**. With the help of the time-ordering operator \( \hat{T} \) it can be written more compactly according to:

\[ 
\hat{U}(t, t_0) = \sum_{n=0}^{\infty} \frac{(-i/\hbar)^n}{n!} \int_{t_0}^{t} dt_1 \cdots \int_{t_0}^{t} dt_n \hat{T} \left\{ \hat{H}_{1D}(t_1) \cdots \hat{H}_{1D}(t_n) \right\}, 
\]

(3.17)

where the factor \( 1/n! \) arises from the fact that there are exactly \( n! \) permutations in the expression on the right side. Noting that this is the power expansion of the exponential function, Eq. (3.17) reduces to:

\[ 
\hat{U}(t, t_0) = \hat{T} \exp \left( -\frac{i}{\hbar} \int_{t_0}^{t} dt \hat{H}_{1D}(t) \right). 
\]

(3.18)

By comparing Eqs. (3.7), (3.10), and (3.18), we find the following useful relation between the Heisenberg and the Dirac operators:

\[ 
\hat{O}_H(t) = \hat{U}(t_0, t) \hat{O}_D(t) \hat{U}(t, t_0). 
\]

(3.19)

### 3.2 Correlation Functions at \( T = 0 \)

Now that the time evolution is defined, we can adapt the definition (3.2) of the correlation functions to the time-dependent case. All we have to do is to include a time-ordering operator \( \hat{T} \) and write down the operators in the Heisenberg picture [49]:

\[ 
G(x_1, \cdots, x_n; x_{n+1}, \cdots, x_{n+m}) \equiv \left\langle \hat{T} \left( \hat{a}_H(x_1) \cdots \hat{a}_H(x_n) \hat{a}^\dagger_H(x_{n+1}) \cdots \hat{a}^\dagger_H(x_{n+m}) \right) \right\rangle. 
\]

(3.20)

Here the collective index \( x_j \equiv \{ i_j, t_j \} \) contains the time variable as well as the spatial coordinates, i.e. site indices. It still might be useful to take prefactors into the definition, but we will struggle with them later. Remember that in this definition the brackets mean the expectation value with respect to the full ground-state \( |\Omega\rangle \). For \( T \neq 0 \), we will have to modify the definition by introducing a thermal averaging. This leads either to the imaginary-time formalism (ITF) or to the closed-time-path formalism (CTPF) being introduced later.

But let us first sketch the manipulations that can be performed on Eq. (3.20) in order to derive an expression appropriate for a perturbative expansion. Using Eq. (3.19) we can switch to the Dirac picture. This leaves us with evolution operators between all the operators in (3.20). Because of the time-ordering operator in front of them and the group property of \( \hat{U} \), i.e. \( \hat{U}(t, t') \hat{U}(t', t'') = \hat{U}(t, t'') \), they can be combined. Then the Gell-Mann-Low theorem [52] states that the ground state of the perturbed system \( |\Omega\rangle \) is, up to a possible phase which is canceled by a denominator, related to the ground state of the unperturbed system \( |0\rangle \) by a time evolution from the infinite past, where the perturbation was
completely switched off, to a finite time when the perturbation is completely switched on. Analogously, a time evolution to the infinite future relates \( \langle \Omega \rangle \) to \( \langle 0 \rangle \). So instead of taking the expectation value with respect to the full ground state, we can take it with respect to the unperturbed ground state \( \langle 0 \rangle \) only, if we simultaneously extend the time evolution to times in the infinite past and future. This allows for calculating the whole correlation function by a straight time evolution from \( -\infty \) to \( \infty \). For the 2-point correlation function at \( T = 0 \), one gets for example \([49]\):

\[
G(x_1; x_2) = \langle \Omega | \hat{T} \left\{ \hat{a}_\Delta(x_1) \hat{a}^\dagger_\Delta(x_2) \right\} | \Omega \rangle = \lim_{t \to \infty} \frac{\langle 0 | \hat{T} \left\{ \hat{a}_\Delta(x_1) \hat{a}^\dagger_\Delta(x_2) \hat{U}(t, -t) \right\} | 0 \rangle}{\langle 0 | \hat{U}(t, -t) | 0 \rangle}.
\]

This expression paths the way for a perturbative calculation in which \( \hat{U} \) is replaced by the Dyson series \((3.16)\). This formalism, however, does not hold for finite temperature. Therefore, we refer to it as zero-temperature formalism (ZTF). For finite temperatures a thermal average, i.e. a trace over all states, must replace the ground state expectation value. But then the Gell-Mann-Low theorem cannot be applied any longer. We will see in the next section how to circumvent this by rotating the problem to imaginary times.

### 3.3 Wick Rotation and Thermal Green’s Functions

For problems in thermal equilibrium a connection between quantum dynamics to statistical mechanics can be exploited, which stems from the formal similarity between time evolution and thermal averaging. To see this relation, we assume a Hamiltonian without any explicit time dependence. Then the Dirac picture evolution operator \((3.18)\) is found to be given in terms of Schrödinger operators:

\[
\hat{U}(t, 0) = e^{i \hat{H}_0 t} e^{-\frac{\beta}{\hbar} \hat{H}_0 t}.
\]

Comparing this with the partition function \((3.1)\), we write down the following equation and notice that it becomes true for \( \tilde{\tau} = -i\hbar/\beta \):

\[
\mathcal{Z} = \text{Tr} \left\{ e^{-\beta \hat{H}_0} \hat{U}(\tilde{\tau}, 0) \right\} = \mathcal{Z}^{(0)} (\hat{U}(\tilde{\tau}, 0))_0,
\]

where \( \langle \cdot \rangle_0 \) is the thermal average with respect to \( \hat{H}_0 \) according to definition \((3.3)\), and \( \mathcal{Z}^{(0)} = \text{Tr} e^{-\beta \hat{H}_0} \) is the partition function of the unperturbed system. Note that the operator \( \hat{H}_0 \) is the same in the Dirac as in the Schrödinger picture.

This analytical continuation to a complex time variable is called **Wick rotation** \([53]\). The factor \( i \) appearing in the new “time” variable \( \tilde{\tau} \) can be absorbed by the \( i \) which comes along with the time evolution. This delivers a time evolution without any \( i \)'s. The Wick rotated time evolution operator in the Dirac picture then reads:

\[
\hat{U}(\tau, \tau_0) = \hat{T} \exp \left( \frac{-1}{\hbar} \int_{\tau_0}^{\tau} d\tau_1 \hat{H}_{1D}(\tau_1) \right),
\]

where \( \tau \) is a real number, though it is often called imaginary time.
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What has been said about evolution in real time, remains true in the ITF. In the Dirac picture we have for the evolution of the states:

$$|\phi(\tau)\rangle_D = \hat{U}(\tau, \tau_0)|\phi(\tau_0)\rangle_D.$$  (3.25)

The relation between time-independent Schrödinger operators and Dirac operators depending on imaginary time is in analogy to Eq. (3.10):

$$\hat{O}_D(\tau) = e^{i\hbar \tau / \hbar} \hat{O}_S e^{-i\hbar \tau / \hbar},$$  (3.26)

Correspondingly, instead of Eq. (3.19) we find for the Heisenberg operators:

$$\hat{O}_H(\tau) = \hat{U}(\tau_0, \tau) \hat{O}_D(\tau) \hat{U}(\tau, \tau_0).$$  (3.27)

We can now take the definition of the correlation functions (3.20) and modify it by letting the operators depend on imaginary time instead of real time. We still replace the quantum mechanical expectation value by a thermal average. We then get functions which are usually referred to as thermal or imaginary-time Green’s functions or, in order to stress the number \(N\) of operators, \(N\)-point functions:

$$G(x_1, \cdots, x_n; x_{n+1}, \cdots, x_{n+m}) = \frac{\text{Tr} \left\{ e^{-\beta \hat{H}} \left( \hat{a}_H(x_1) \cdots \hat{a}_H(x_n) \hat{a}_D(x_{n+1}) \cdots \hat{a}_D(x_{n+m}) \right) \right\}}{\text{Tr} \left\{ e^{-\beta \hat{H}} \right\}}.$$  (3.28)

We now have defined the collective variable \(x \equiv \{i, \tau\}\. Most often, the number of annihilators equals the number of creators, i.e. \(n = m\) and \(N = 2n\).

Definition (3.28) can be brought to a form similar to Eq. (3.21). To this end we have to transform the Heisenberg operators in the Dirac picture using Eq. (3.27) and note that taking the thermal average with respect to the total Hamiltonian (which does not depend on real time) is the same as an evolution in imaginary time from 0 to \(\hbar / \beta\) given by Eq. (3.24) and taking the thermal average with respect to the unperturbed Hamiltonian \(\hat{H}_0\). To this end we rewrite Eq. (3.22) as

$$e^{-\beta \hat{H}} = e^{-\beta \hat{H}_0} \hat{U}(\hbar \beta, 0).$$  (3.29)

We then find:

$$G(x_1, \cdots, x_n; x_{n+1}, \cdots, x_{n+m}) = \frac{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \hat{U}(\hbar \beta, 0) \hat{T} \left( \hat{a}_D(x_1) \cdots \hat{a}_D(x_n) \hat{a}_D(x_{n+1}) \cdots \hat{a}_D(x_{n+m}) \right) \right\}}{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \hat{U}(\hbar \beta, 0) \right\}}.$$  (3.30)

Despite of many analogies between evolution in real time and in imaginary time, two differences should be mentioned here: The first one is quite a formal one: Whereas the real-time evolution operator \(\hat{U}(t, t_0)\) defined in Eq. (3.18) is unitary, i.e. \(\hat{U}(t, t_0)\hat{U}^\dagger(t, t_0) = \mathbb{1}\), its imaginary-time analog \(\hat{U}(\tau, \tau_0)\) from Eq. (3.24) is not. This would mean that \(\hat{O}^\dagger(\tau) \neq \left( \hat{O}(\tau) \right)\dagger\). To bypass this inconsistency, we have to remind that \(\tau\) should be treated like an imaginary variable, i.e. apart from acting on the operator itself, complex conjugation should also change the sign of \(\tau\). Thus instead of \(\hat{U}^\dagger(\tau, \tau_0)\), we
take as the complex conjugated imaginary-time evolution operator:

\[ \hat{U}(\tau, \tau_0) \equiv \hat{U}^\dagger(-\tau, -\tau_0). \]  

(3.31)

With this definition, \( \hat{U} \) is unitary even in the ITF.

The second and very important difference between real and imaginary time comes along with the interpretation of the imaginary time as something like an inverse temperature. Thus, the evolution along the imaginary-time axis makes sense only in the interval \([0, \hbar \beta]\). As Eq. (3.28) is a function of imaginary-time differences, all of its time arguments lie within the interval \([-\hbar \beta, \hbar \beta]\). In Ref. [54] it is shown for the 2-point function \( G(\tau_1, \tau_2) \) that it can be interpreted as a function \( \check{G}(\tau) \) of one time variable \( \tau = \tau_1 - \tau_2 \) with the property

\[ \check{G}(\tau) = \pm \check{G}(\tau + \hbar \beta), \]  

(3.32)

where the upper sign holds for bosonic particles whereas for fermions the anti-commutation relations imply a minus sign. Respecting this property, we can periodically extend the imaginary-time functions to times of any absolute value. This \( \hbar \beta \)-periodicity (anti-periodicity) becomes especially important when one transforms the functions into frequency space. While the real-time correlation functions depend on continuous frequencies, their imaginary-times analogs depend on discrete frequencies called Matsubara frequencies

\[ \omega_n = \frac{n \pi}{\hbar \beta}, \]  

(3.33)

where \( n \) is an integer. Eq. (3.32) implies that for bosons only frequencies with even \( n \) can survive in the Fourier transformation, while for fermions \( n \) has to be odd.

### 3.4 Closed-Time-Path Formalism (CTPF)

When using imaginary times, no effects appearing in real time like excitation spectra can be described, unless one re-rotates back to the real-time axis. This is usually done in frequency space, where the real-time functions appear as functions of continuous frequencies, while the imaginary-time functions transform into functions of a discrete set of Matsubara frequencies lying on the imaginary axis. Therefore, an analytic continuation from imaginary time to real time is uniquely possible only under the additional condition that we have infinitely many coinciding points with a limit point in the region of analyticity. In Ref. [54] it is shown how this procedure works for the 2-point function by replacing \( i \omega_n \rightarrow -\omega + i \epsilon \). For more complicated functions depending on more than one frequency, however, this analytic continuation becomes very difficult. For the 3-point and 4-point functions, this problem is discussed in detail in Refs. [55-57].

If the Hamiltonian has an explicit dependence on real times, then the ITF is not applicable any longer, since it performs no time evolution along the real-time axis.

Therefore we would like to have a formalism keeping real times, but since our system is very large, the thermodynamic limit should also be taken into account, i.e. it should not be restricted to zero
temperature. The CTPF presented now promises a description at both real time and finite temperature.

The Green’s functions, which we want to calculate now, are again thermal averages with respect to a given initial density matrix \( \hat{\rho} \), but now of a product of real-time-dependent Heisenberg operators. Instead of directly giving the definition, it is useful to see where it comes from. So let’s have a look at the following operator product which has not any time-ordering:

\[
\langle \hat{a}_H(t_1)\hat{a}_H^\dagger(t_2) \rangle_\rho = \frac{\text{Tr} \left\{ \hat{\rho} \hat{a}_H(t_1)\hat{a}_H^\dagger(t_2) \right\} }{\text{Tr} \{ \hat{\rho} \}}. 
\]

We have suppressed spatial coordinates here. Inserting the relation (3.19) between the Heisenberg and the Dirac picture yields

\[
\langle \hat{a}_H(t_1)\hat{a}_H^\dagger(t_2) \rangle_\rho = \frac{\text{Tr} \left\{ \hat{\rho} \hat{U}(t_0,t_1)\hat{a}_D(t_1)\hat{U}^\dagger(t_1,t_2)\hat{a}_D^\dagger(t_2)\hat{U}(t_2,t_0) \right\} }{\text{Tr} \{ \hat{\rho} \}}. 
\]

where \( \hat{U} \) is the Dirac time evolution operator defined in Eq. (3.18). We see that the time evolution goes forward from an initial time \( t_0 \) to the largest time \( t_1 \) or \( t_2 \) and back to \( t_0 \), i.e. the time evolves along a closed path. Such a contour, which is shown in Fig. 3.1a, is sometimes called Schwinger contour as he first introduced it [58].

But we still have to consider the procedure of thermal averaging: If the system is initially in equilibrium, the density matrix in Eq. (3.35) reads

\[
\hat{\rho} = e^{-\beta \hat{H}} = \sum_X e^{-\beta E_X} |X\rangle\langle X| 
\]

with \( |X\rangle \) being an eigenbasis to \( \hat{H} \) with eigenvalues \( E_X \). The formalism, however, is not necessarily restricted to such a special initial condition.

Since we have no eigenbasis for the full Hamiltonian \( \hat{H} \), we are not able to calculate the Green’s function in Eq. (3.35) perturbatively by only expanding the real-time evolution operator \( \hat{U} \). A possible way out would therefore be a mix between evolution in real and imaginary time [59]. This would lead to a contour shown in Fig. 3.1b). Instead we can also push the starting point of our time evolution in the infinite past. Then the part of the contour from \( t_0 \) to \( t_0 - i\hbar \beta \) is infinitely far away from anything happening at finite times, so that it should make no difference, if the system was perturbed or unperturbed at the beginning. This means that we can substitute \( \hat{\rho} \) by the density matrix \( \hat{\rho}_0 \) of the unperturbed system [60,61]. This density matrix will cause no difficulties, as a diagonal basis for
the unperturbed problem should be known. Since the time-evolution operator is unitary, we can also extend the contour from the largest time \( t_1 \) to the infinite future and end up with contour in Fig. 3.1c), which was first introduced by L. V. Keldysh [62]. Instead of Eq. (3.35), we now have correlations like

\[
\langle \hat{a}_H(t_1) \hat{a}_H^\dagger(t_2) \rangle_0 = \frac{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \hat{a}_H(t_1) \hat{a}_H^\dagger(t_2) \right\}}{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \right\}},
\]

(3.37)

which yields, when translated into the Dirac picture,

\[
\langle \hat{a}_H(t_1) \hat{a}_H^\dagger(t_2) \rangle_0 = \frac{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \hat{U}(-\infty, t_1) \hat{a}_D(t_1) \hat{U}(t_1, t_2) \hat{a}_D^\dagger(t_2) \hat{U}(t_2, -\infty) \right\}}{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \right\}}.
\]

(3.38)

The index 0 at the bracket means a thermal averaging with respect to the unperturbed Hamiltonian \( \hat{H}_0 \). Note that this does not mean that it is the correlation of the unperturbed system, because the influence of the perturbation is included in the time evolution.

We will now try to collect the different pieces of the time evolution into a single operator which performs a time evolution along the contour indicated in Fig. 3.1c). For this purpose, we introduce the identity \( \mathbb{1} = \hat{U}(t_2, \infty) \hat{U}(\infty, t_2) \) in front of the second operator if \( t_1 > t_2 \) or the identity \( \mathbb{1} = \hat{U}(t_1, \infty) \hat{U}(\infty, t_1) \) behind the first operator if \( t_1 < t_2 \). We find for \( t_1 > t_2 \):

\[
\langle \hat{a}_H(t_1) \hat{a}_H^\dagger(t_2) \rangle_0 = \frac{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \left( \hat{U}(-\infty, t_1) \hat{a}_D(t_1) \hat{U}(t_1, t_2) \hat{U}(t_2, \infty) \right) \left( \hat{U}(\infty, t_2) \hat{a}_D^\dagger(t_2) \hat{U}(t_2, -\infty) \right) \right\}}{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \right\}}.
\]

(3.39)

and for \( t_1 < t_2 \):

\[
\langle \hat{a}_H(t_1) \hat{a}_H^\dagger(t_2) \rangle_0 = \frac{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \left( \hat{U}(-\infty, t_1) \hat{a}_D(t_1) \hat{U}(t_1, \infty) \right) \left( \hat{U}(\infty, t_2) \hat{a}_D^\dagger(t_2) \hat{U}(t_2, -\infty) \right) \right\}}{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \right\}}.
\]

(3.40)

In both equations the parentheses signalize that the operator product can be split into two parts. The right part can be interpreted as a time evolution from \(-\infty\) to \( t_1 \) with the operator \( \hat{a}_D^\dagger(t_2) \) appearing during the evolution, while the part on the left side evolves back from \( \infty \) to \(-\infty\) with \( \hat{a}_D(t_1) \) lying on this path. We can write the evolution in the forward direction compactly by introducing the time-ordering operator \( \hat{T} \). For the backward path the direction is inverted requiring the anti-time-ordering operator \( \hat{T} \) for a compact writing. This allows for reducing both Eq. (3.39) and Eq. (3.40) to:

\[
\langle \hat{a}_H(t_1) \hat{a}_H^\dagger(t_2) \rangle_0 = \frac{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \hat{T} \left( \hat{U}(-\infty, \infty) \hat{a}_D(t_1) \right) \hat{T} \left( \hat{U}(\infty, -\infty) \hat{a}_D^\dagger(t_2) \right) \right\}}{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \right\}}.
\]

(3.41)

Now we define an operator \( \hat{S}^\dagger \hat{S} \) where \( \hat{S} \equiv \hat{U}(\infty, -\infty) \), which performs a time evolution along the
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count of Fig. 3.1c), i.e.

\[ \hat{S}^\dagger \hat{S} = \exp \left\{ -\frac{i}{\hbar} \int_c^\infty dt \hat{H}_{1D}(t) \right\}, \]  

(3.42)

and a contour-ordering operator \( \hat{T}_c \) collocating first the operators on the forward path in time-order while the backward ones are placed further left and brought to anti-time-order. This, however, requires that each operator is provided with an additional information about its path. Therefore we will denote operators that should appear on the forward path by the index + and the operators on the backward path with the index -. This enables us to transform the contour integration in (3.42) into a single integration from \( t = -\infty \) to \( \infty \). We only need to change the sign of the operators on the backward path, e.g.:

\[ \hat{S}^\dagger \hat{S} = \exp \left\{ -\frac{i}{\hbar} \int_{-\infty}^\infty dt \left[ \hat{H}_{1D}(t) - \hat{H}_{1-D}(t) \right] \right\}. \]  

(3.43)

The advantage of introducing path indices should become clear by using (3.42) in order to re-write Eq. (3.41). We simply get

\[ \langle \hat{a}_H(t_1) \hat{a}_H^\dagger(t_2) \rangle_0 = \frac{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \hat{T}_c \left\{ \hat{S}^\dagger \hat{S} \hat{a}_{-D}(t_1) \hat{a}_{+D}^\dagger(t_2) \right\} \right\}}{\text{Tr} \left\{ e^{-\beta \hat{H}_0} \right\}}. \]  

(3.44)

This shows us that the considered correlation \( \langle \hat{a}_H(t_1) \hat{a}_H^\dagger(t_2) \rangle_0 \) can be calculated by going into the Dirac picture and performing a time evolution along a closed path with the second operator lying on the forward and the first operator lying on the backward part of the contour. We will discuss other path-orderings of two operators in the next section. We will find that any physically relevant 2-point correlation can be expressed in terms of path-ordered Green’s functions. This motivates us to generalize the definition to higher orders. We therefore define the CTPF Green’s functions as thermal averages (with respect to \( \hat{H}_0 \)) of path-ordered operators in the Dirac picture. Furthermore, we multiply with the convenient prefactor \( i^{n+m-1} \). Then we have with the abbreviation \( x \equiv \{ i, t \} \):

\[ G^{\pm\cdots\pm}(x_1, \cdots, x_n; x_{n+1}, \cdots, x_{n+m}) \]

\[ \equiv i^{n+m-1} \left\langle \hat{T}_c \left\{ \hat{S}^\dagger \hat{S} \hat{a}_{-D}(x_1) \cdots \hat{a}_{-D}(x_{n+1}) \hat{a}_{+D}^\dagger(x_n) \cdots \hat{a}_{+D}^\dagger(x_{n+m}) \right\} \right\}_0. \]  

(3.45)

These \( 2^{n+m} \) functions for any \( n, m \) represent the basis of our further considerations.

### 3.5 Keldysh Rotation

Since the path index introduced in the section above doubles the time degrees of freedom, the CTPF Green’s functions rapidly become very complex. A helpful simplification is the Keldysh rotation presented in this section. To this end we will first examine the easiest Green’s functions of only one annihilation and one creation operator. By rotating them we find how to extract useful information out of them. The same can and will be done later for higher Green’s functions. Taking the definition
(3.45) and translating back into the Heisenberg picture, we find the following four 2-point functions:

\[ G^+_{ij}(t, t') = i \left\langle T \left\{ \hat{a}_{i,H}(t) \hat{a}^\dagger_{j,H}(t') \right\} \right\rangle_0, \]

\[ G^-_{ij}(t, t') = i \left\langle \hat{a}^\dagger_{j,H}(t') \hat{a}_{i,H}(t) \right\rangle_0, \]

\[ G^+_{ij}(t, t') = i \left\langle \hat{a}_{i,H}(t) \hat{a}^\dagger_{j,H}(t') \right\rangle_0, \]

\[ G^-_{ij}(t, t') = i \left\langle T \left\{ \hat{a}_{j,H}(t') \hat{a}^\dagger_{i,H}(t) \right\} \right\rangle_0. \] (3.46)

These are the time-ordered Green’s function, two Green’s functions with a fixed order and the anti-time-ordered Green’s function. They can be used to form a 2x2 matrix

\[ \tilde{G}_{ij}(t, t') \equiv \begin{pmatrix} G^+_{ij}(t, t') & G^-_{ij}(t, t') \\ G^+_{ij}(t, t') & G^-_{ij}(t, t') \end{pmatrix}. \] (3.47)

Later we will recognize the meaning of the matrix (3.47) as a bilinear form acting on two currents, where each of them is a two-component vector.

For the concrete calculation of these functions we will have to apply a perturbative expansion. Therefore the functions in Eq. (3.46) will be expressed in the Dirac picture which allows for a power series expansion of the evolution operator (3.42) in a small parameter. To any expansion order \( n \), we will find corrections to the Green’s functions of the unperturbed system \( G_{ij}^{(0) \pm \pm}(t, t') \) where \( \hat{a}_D(t) = \hat{a}_{H}(t) \). These corrected Green’s functions will be denoted by \( G_{ij}^{(n) \pm \pm}(t, t') \). This perturbative procedure will be discussed in detail in the next chapter. But we should be aware of the fact that the relations between the different path-ordered Green’s functions, which will be discussed now, do not only hold for the unperturbed or the full Green’s functions, but also for any order of the later perturbative expansion [63].

If we use the the Heaviside step function \( \theta(t) \), the time-ordered and the anti-time-ordered Green’s functions defined in Eq. (3.46) can be expressed in terms of the other two functions:

\[ G^+_{ij}(t, t') = \theta(t - t')G^+_{ij}(t, t') + \theta(t' - t)G^+_{ij}(t, t'), \] (3.48)

\[ G^-_{ij}(t, t') = \theta(t - t')G^-_{ij}(t, t') + \theta(t' - t)G^-_{ij}(t, t'). \] (3.49)

From this follows the important equation

\[ G^+_{ij}(t, t') + G^-_{ij}(t, t') = G^+_{ij}(t, t') + G^-_{ij}(t, t'). \] (3.50)

This means that, without making use of the Heaviside function, we can always eliminate one of the four functions in Eq. (3.46) by expressing it in terms of the others. Therefore, the matrix (3.47) can be rotated in such a way that one matrix element vanishes. A rotation matrix which does this is:

\[ Q = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}. \] (3.51)

This is called the Keldysh rotation which will be very useful for all our calculations. Note that
$QQ^{-1} = 1$. Let us still see what the rotation does on a vector:

$$Q \begin{pmatrix} A \\ B \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} A + B \\ A - B \end{pmatrix}.$$  

(3.52)

If the upper component of the original vector represents a quantity which depends on a time lying on the forward time path, while the lower component represents the same quantity at the same time but on the backward time path, the components of the rotated vector are called classical and quantum component:

$$O_{\text{cl}}(t) = \frac{1}{\sqrt{2}} [O_+(t) + O_-(t)], \quad O_{\text{q}}(t) = \frac{1}{\sqrt{2}} [O_+(t) - O_-(t)].$$  

(3.53)

There are other choices of a convenient basis to handle the doubled time degrees of freedom in the CTPF. A discussion of them can be found in Ref. [64]. But let us stay in the Keldysh basis and see what happens to the Green’s function matrix (3.47) when we rotate it: The non-vanishing elements are the following combinations:

$$\frac{1}{2} \left( G_{ij}^{++}(t,t') - G_{ij}^{+-}(t,t') + G_{ij}^{-+}(t,t') - G_{ij}^{--}(t,t') \right) = i\theta(t - t') \langle \left[ \hat{a}_{i,H}(t), \hat{a}_{j,H}(t') \right] \rangle_0 \equiv G_{ij}^{R}(t,t'),$$

$$\frac{1}{2} \left( G_{ij}^{++}(t,t') - G_{ij}^{+-}(t,t') + G_{ij}^{-+}(t,t') - G_{ij}^{--}(t,t') \right) = -i\theta(t' - t) \langle \left[ \hat{a}_{i,H}(t), \hat{a}_{j,H}(t') \right] \rangle_0 \equiv G_{ij}^{A}(t,t'),$$

$$\frac{1}{2} \left( G_{ij}^{++}(t,t') + G_{ij}^{+-}(t,t') + G_{ij}^{-+}(t,t') + G_{ij}^{--}(t,t') \right) = i \langle \left[ \hat{a}_{i,H}(t), \hat{a}_{j,H}(t') \right] \rangle_+ \equiv A_{ij}(t,t').$$  

(3.54)

We were able to write down two elements of the rotated matrix as a Heaviside step function times the thermal average of a commutator. The third non-vanishing element is the expectation value of an anticommutator $[.,.]$. We find that these commutator functions $G_{ij}^{R,A}$ are the retarded/advanced Green’s functions [65,66]. They appear, e.g., in linear response theory, where the influence of a small time-dependent perturbation on a system in equilibrium is given by the retarded Green’s function $G_{ij}^{R}$ of the unperturbed system.

The rotated matrix reads

$$G_{ij}(t,t') \equiv Q \tilde{G}_{ij}(t,t') Q^{-1} = \begin{pmatrix} A_{ij}(t,t') & G_{ij}^{R}(t,t') \\ G_{ij}^{A}(t,t') & 0 \end{pmatrix}.$$  

(3.55)

In the following we refer to the structure of the matrix in Eq. (3.55) as the Keldysh structure. We will later explicitly see that the first hopping-corrected matrix turns out to have the same structure.

### 3.6 Generating Functionals

For all formalisms presented in the above section, there exist corresponding generating functionals from which the Green’s functions can be derived. Their definition is quite similar to the partition function $Z$ from Eq. (3.1) in equilibrium. In the ITF which deals with equilibrium system it is basically the same. The only difference is the inclusion of a so called source term in the Hamiltonian. It consists
of auxiliary external fields \(j_i(t)\) and \(j^*_i(t)\) coupled to a creation or annihilation operator. For bosonic systems, the \(j_i(t)\)'s and \(j^*_i(t)\)'s are complex functions called currents [67]. Of course, the currents in the ITF depend on imaginary time instead of real time. But from now on, let’s specialize on the CTPF.

In the Heisenberg picture the source term \(\hat{H}_Q(t)\) which is coupled to the Hamiltonian \(\hat{H}\) of the original system explicitly reads

\[
\hat{H}_{Q,H}(t) = \sum_i \left[ j_i(t) \hat{a}^\dagger_{i,H}(t) + j^*_i(t) \hat{a}_{i,H}(t) \right].
\]  

Since the actual physical situation is described when the currents are set to zero, one may ask what it is needed for. Actually, there are two answers: First, this term allows for the construction of the Green's functions by taking functional derivatives with respect to the sources. We will see how this works in a few moments. Second we should remember from Chapter 2 that phase transitions involve symmetry breaking. Since a linear term in the Ginzburg-Landau free energy (2.29) destroys its symmetrical behavior (see Fig. 2.3), a standard method to deal with phase transitions is to add a so called conjugate or symmetry breaking field which is linearly coupled to the variable whose expectation value is taken as an order field [67]. So the physical reason for introducing currents is to break the symmetry of the Hamiltonian. Note that for an infinitely large system it remains broken even if we set the currents equal zero at the end.

In the CTPF the generating functional \(\mathcal{Z}[j, j^*]\) for the Green's functions is usually defined in the Dirac picture, since the contour has been defined via the Dirac evolution operator \(\hat{S}\) from Eq. (3.42). Then the definition reads

\[
\mathcal{Z}[j, j^*] \equiv \left\langle \hat{T}_c \left\{ \hat{S} \hat{S} e^{-\frac{i}{\hbar} \int dt \hat{H}_Q(t)} \right\} \right\rangle_0 = \left\langle \hat{T}_c \left\{ \hat{S} \hat{S} \exp \left[ -\frac{i}{\hbar} \int_{-\infty}^{\infty} dt \sum_i \left( j_{i,+}(t) \hat{a}_{i,+D}(t) + j^*_i(t) \hat{a}^\dagger_{i,-D}(t) - j_{i,-}(t) \hat{a}^\dagger_{i,+D}(t) - j^*_i(t) \hat{a}_{i,-D}(t) \right) \right] \right\} \right\rangle_0 .
\]  

As mentioned above, we can derive the contour-ordered Green's functions from \(\mathcal{Z}[j, j^*]\). To this end we must take the functional derivatives with respect to the currents and set the currents to zero:

\[
G_{j,j^*}(i_1t_1, \cdots, i_{2n}t_{2n}) \sim \frac{\delta}{\delta j_{i_1,\pm}(t_1)} \cdots \frac{\delta}{\delta j_{i_{2n},\pm}(t_{2n})} \mathcal{Z}[j, j^*] \bigg|_{j=j^*=0} .
\]  

To see that this is true we only have to compare the result of the functional derivatives with the definitions of the Green's functions in the Dirac picture given by Eq. (3.45). If we take care with the prefactor, we can exchange the proportionality sign in Eq. (3.58) by an equality sign: Each derivative with respect to \(j_+, j^*_+\) gives a factor \(-i/\hbar\), while the derivatives with respect to \(j_-, j^*_+\) give a factor \(+i/\hbar\).

With the generating functional of the Green's functions defined, we can now go a step further and construct the generating functional of the connected Green's functions. This is achieved by taking the logarithm of \(\mathcal{Z}[j, j^*]\) and multiplying this with a convenient prefactor:

\[
\mathcal{F}[j, j^*] \equiv -i \ln \mathcal{Z}[j, j^*].
\]  

3.6 Generating Functionals
This functional is called $\mathcal{F}$ as in the ITF it is equal to the free energy, when the currents are set to zero. What is meant by connected Green’s functions will get clearer in the next section, when we present a method to perturbatively calculate the quantity $\mathcal{F}[j, j^*]$.

A third generating functional that is to be mentioned is the Legendre transform of $\mathcal{F}[j, j^*]$ with respect to the currents. This functional is called the effective action and our final goal is to find an explicit expression for it. The effective action will no longer be a functional of the currents, but of its conjugates, the order fields. For this reason, it is an appropriate candidate for the Ginzburg-Landau description of the phase transition. Yet, we do not give a detailed definition of this functional, as we will extensively discuss it later.

At first we have to find a way how to calculate the generating functional $\mathcal{Z}$, which we cannot do exactly, since the Bose-Hubbard Hamiltonian from Eq. (2.1) cannot be diagonalized. Thus we rely on perturbation theory in order to be able to proceed.
4 Perturbation Expansion

Summarizing our previous considerations, we found three different time-dependent formalisms in which Green’s functions or correlation functions are used to describe the system. As we would like to include both temperature and real-time dynamics in the description, we concentrate on the CTPF. Within this formalism we would like to derive the effective action as a Ginzburg-Landau functional, but to this end we first must have expressions for the functionals $Z[j, j^*]$ from Eq. (3.57) and $\mathcal{F}[j, j^*]$ from Eq. (3.59). If we knew the Green’s functions of the system, we could expand $Z[j, j^*]$ in terms of them. But we have no basis in which the full Hamiltonian $\hat{H}_{BH}$ is diagonal, so it’s not possible to calculate the Green’s functions straightforwardly. With the introduction of the Dirac picture, however, we have already prepared the method which will allow for approximating them. To this end we must expand Eq. (3.57) not only in the currents, but also in the time evolution operator $\hat{S}^\dagger \hat{S}$.

4.1 Specifying the Perturbation

To proceed, we now must become more concrete and decide how to split the Bose-Hubbard Hamiltonian $\hat{H}_{BH}$ from Eq. (2.1). It is natural to take the local interaction as the solved part and the non-local hopping as a perturbation. With the definition of the occupation number operator $\hat{n}_i \equiv \hat{a}^\dagger_i \hat{a}_i$, the local Hamiltonian $\hat{H}_0$ can be written as

$$\hat{H}_0 \equiv \sum_i \hat{H}_i \equiv \sum_i \left( \frac{U}{2} \hat{n}_i (\hat{n}_i - 1) - \mu \hat{n}_i \right).$$

(4.1)

This means that the Fock states $|N; n_1, \cdots, n_i, \cdots\rangle$ from second quantization provide a diagonal basis for $\hat{H}_0$, i.e. they solve the $\hat{H}_0$ eigenvalue problem. Here $N$ represents the total particle number and $n_i$ denotes an eigenvalue for $\hat{n}_i$, i.e. the number of particles on site $i$.

Note that in our treatment, we can even generalize the local Hamiltonian to any Hamiltonian being a function $f$ of $\hat{n}_i$. So we could also write:

$$\hat{H}_0 \equiv \sum_i f_i(\hat{n}_i).$$

(4.2)

Such a generalization would be important if an external trap is considered. In our simple model, however, $\hat{H}_i$ does not depend on the site index and on each lattice site we have:

$$\hat{H}_i|N; n_1, \cdots, n_i, \cdots\rangle = E_{n_i}|N; n_1, \cdots, n_i, \cdots\rangle,$$

(4.3)
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with the energy eigenvalues given by

\[ E_{n_i} = \frac{U}{2} n_i (n_i - 1) - \mu n_i. \]  \hspace{1cm} (4.4)

In the ground-state, all sites are occupied by the same number of particles. We refer to such a state in the short-hand notation \(|n\rangle\) with eigenenergy \(E_n\) per site.

In the definition of \(Z\) in Eq. (3.57), a source term is coupled to the system. Although these source terms are local, we cannot include them in \(\hat{H}_0\), because they are linear in the creation or annihilation operators, so the Fock basis doesn’t diagonalize them. We therefore include them in the perturbation. The whole perturbative part then reads in the Dirac picture:

\[ \hat{H}_1(t) \equiv \sum_{P=\pm} P \left[ \sum_i \int_{-\infty}^{\infty} dt \left( j_{i,P}(t) \hat{a}_{i,P}^\dagger(t) + j_{i,P}^*(t) \hat{a}_{i,P}(t) - \sum_{j} J_{ij} \hat{a}_{i,P}^\dagger(t) \hat{a}_{j,P}(t) \right) \right]. \]  \hspace{1cm} (4.5)

Here and in the following the index \(D\) has been dropped as we will exclusively work within the Dirac picture. Then the evolution operator \(\hat{S}^\dagger \hat{S}\) is defined by inserting Eq. (4.5) into Eq. (3.42). With that definition, we can write:

\[ Z[j,j^*] = \langle \hat{T}_c \hat{S}^\dagger \hat{S} \rangle_0. \]  \hspace{1cm} (4.6)

This equation formally deviates from Eq. (3.57), because we now have included the source terms into the perturbative part.

We should note that the splitting introduced in Eq. (4.5) differs from the common one in quantum field theory, where the non-interacting particles are taken as the solved problem and the interaction as a perturbation. This will have consequences, since the usually applied Wick theorem holds only for systems where \(\hat{H}_0\) is quadratic in the creation and annihilation operators \(\hat{a}_{i,P}^\dagger\) and \(\hat{a}_i\). In the following sections we will see how to tackle this problem, but before we should discuss the validity of our ansatz.

Up to now, we have justified our choice of the perturbation by practical reasons. But we can only expect good results if the Fock states approximate well the real physical states. This should be true, as long as the off-diagonal parts that we have thrown in the perturbation Hamiltonian \(\hat{H}_1(t)\) from Eq. (4.5) are small compared with \(\hat{H}_0\) from Eq. (4.1). The source term, though at first only a technical tool, will gain importance after transforming from the currents to the order parameter in the next chapter. As discussed in Section 2.2, the order parameter must be a quantity which vanishes in the normal phase, thus at the onset of superfluidity it is small. However, to be able to describe symmetry-breaking, we will have to take into account all orders up to the fourth one.

Considering the kinetic part as a perturbation seems to be more problematic, since we want to describe a long-range correlation effect. But we should note that according to well accepted Monte-Carlo data [30], in a three-dimensional lattice the transition from the MI phase to the SF phase takes place at a critical value \(J/U \approx 0.03\) or even lower, depending on the value of \(\mu/U\). Thus a hopping-expansion suggests itself. We can still go one step further and consider the scaling of the Bose–Hubbard Hamiltonian with dimension [31,68]. Ref. [68] argues that one must distinguish between non-condensed bosons sitting on one site and being able to hop to an adjacent site, and condensed bosons, which are
not localized anymore. For the energy to remain finite, the hopping matrix element has to be scaled with $J \to J/\sqrt{z}$, if there is no condensate, while in the presence of condensed bosons the scaling $J \to J/z$ must be applied. Here $z = 2d$ is the number of nearest neighbors in the $d$-dimensional lattice. Under this scaling rule, however, a hopping expansion without loops, i.e. without two simultaneous hopping processes between adjacent sites, becomes exact in the limit $z \to \infty$. To see that, we must recognize that there are $z$ possibilities for a hopping from one given site to another, thus the energy for a single hopping process must be multiplied with $z$. This cancels the denominator from the scaled hopping strength $J/z$. For a loop from one given site to another and back, there are still only $z$ possibilities, but since there are two hopping processes, we now have $z^2$ in the denominator. Thus for $z \to \infty$ the loop contribution to the total energy vanishes.

In high dimensions (like $d = 3$), our choice of the perturbative part in Eq. (4.5) is thus not only a practical one, but also physically justified.

### 4.2 Dyson Series

The following perturbative approach is based on a Taylor expansion of the generating functional $\mathcal{F}[j, j^*]$ defined in Eq. (3.59) with respect to the currents and to the hopping parameter. For temporal and spatial constant order parameters at $T = 0$, this has been done in Ref. [69]. In Ref. [70], this procedure has been applied within the ITF.

It seems to be helpful to postpone the expansion of $\mathcal{F}[j, j^*]$ and first take a look at the expansion of $\mathcal{Z}[j, j^*]$. This expansion can be done straightforwardly, but it leads, as we will see, to large and confusing formulas. But when we understand the differences between the generating functionals $\mathcal{Z}[j, j^*]$ and $\mathcal{F}[j, j^*]$, we find the expansion of the latter functional by selecting special terms from the expansion of $\mathcal{Z}[j, j^*]$, which can be done in an easy graphical way.

From Eq. (4.6) we see that $\mathcal{Z}[j, j^*]$ is nothing else than the thermal average of the time evolution operator along the whole contour, so we take a look back to the derivation of a compact expression for $\hat{U}(t, t')$ in Eqs. (3.16), (3.17), and (3.18). Now we can do the opposite: Having a closed formula for the CTPF evolution operator, i.e. $\hat{T}_t \hat{S}^\dagger \hat{S}$, we expand it by taking the derivatives with respect to the currents and the hopping parameter. In Eq. (3.58) we have already seen that the derivatives of $\mathcal{Z}[j, j^*]$ with respect to the currents, evaluated at $j = j^* = 0$, are the Green’s functions (times $\pm i/\hbar$). So we have:

$$
\mathcal{Z}[j, j^*](J) = \sum_{m=0,m'=0}^{\infty} \frac{1}{(m!)(m')!} \sum_{\{\text{site indices}\} P_1, \ldots, P_{m+m'} = \pm} \int_{-\infty}^{\infty} dt_{i_1} \cdots \int_{-\infty}^{\infty} dt_{t_{m+m'}} \alpha_{i_1, P_1, \ldots, i_{m+m'}, P_{m+m'}}^{(m+m')} (J) j_{i_1, P_1, t_{i_1}} \cdots j_{i_{m}, P_{m}, t_{i_{m}}} j_{i_{m+1}, P_{m+1}, t_{i_{m+1}}} \cdots j_{i_{m+m'}, P_{m+m'}, t_{i_{m+m'}}} (4.7)
$$

with the expansion coefficients

$$
\alpha_{i_1, P_1, \ldots, i_{m+m'}, P_{m+m'}}^{(m+m')} (J) = \left. \frac{\delta^{m+m'} \mathcal{Z}[j, j^*](J)}{\delta j_{i_1, P_1, t_{i_1}} \cdots \delta j_{i_{m}, P_{m}, t_{i_{m}}} \delta j_{i_{m+1}, P_{m+1}, t_{i_{m+1}}} \cdots \delta j_{i_{m+m'}, P_{m+m'}, t_{i_{m+m'}}}} \right|_{j=j^*=0} (4.8)
$$
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\[
\langle T_c \left\{ \hat{\alpha}_{i_1,j_1}^\dagger (t_{i_1}) \cdots \hat{\alpha}_{i_m,j_m}^\dagger (t_{i_m}) \hat{\alpha}_{i_{m+1},j_{m+1}} (t_{i_{m+1}}) \cdots \hat{\alpha}_{i_{m+m'},j_{m+m'}} (t_{i_{m+m'}}) \right\} \times \exp \left[ \frac{i}{\hbar} \sum_{ij} \sum_{P=\pm} \mathbb{P} \int_{-\infty}^{\infty} J_{ij} \hat{\alpha}_{i,j}^\dagger (t) \hat{\alpha}_{i,j} (t) dt \right] \rangle_{0} \left( \frac{i}{\hbar} P_1 \right) \cdots \left( \frac{i}{\hbar} P_{m+m'} \right) .
\]

Up to now we have only expanded the source term in the evolution operator, so we still have to perform an expansion of these coefficients with respect to \( J \) around \( J = 0 \):

\[
\alpha_{i_1,j_1;\cdots;i_{m+m'},j_{m+m'}}^{(m+m')} (J) = \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{k_1 \cdots k_{2n}} \left( \frac{\partial^n}{\partial J_{k_1,k_{n+1}} \cdots \partial J_{k_{n},k_{2n}}} \alpha_{i_1,j_1;\cdots;i_{m+m'},j_{m+m'}}^{(m+m')} (J) \right) \bigg|_{J=0} J_{k_1,k_{n+1}} \cdots J_{k_{n},k_{2n}} = \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{k_1 \cdots k_{2n}} \left\langle T_c \left\{ \hat{\alpha}_{i_1,j_1}^\dagger (t_{i_1}) \cdots \hat{\alpha}_{i_{m+m'},j_{m+m'}} (t_{i_{m+m'}}) \hat{\alpha}_{k_1,j_1} (t_{k_1}) \hat{\alpha}_{k_{n+1},j_{n+1}} (t_{k_{n+1}}) \cdots \hat{\alpha}_{k_{2n},j_{2n}} (t_{k_{2n}}) \right\} \right\rangle_{0} \left( \frac{i}{\hbar} P_1 \right) \cdots \left( \frac{i}{\hbar} P_{m+m'} \right) .
\]

Note that the thermal averages in this expression are the unperturbed Green’s functions as the operators are defined in the Dirac picture. They can be easily calculated in the Fock basis. We immediately recognize that all the terms in the sum vanish where the numbers of annihilation operators on each site does not equal the number of creation operators. This automatically implies \( m = m' \) and restricts the sum over the originally \( 2m + 2n \) site indices in each term to a sum over only \( m + n \) indices, e.g. those belonging to creation operators, plus all the permutations that can be done to the other \( m + n \) indices. We finally get

\[
Z[j,\bar{j}^*] (J) = \sum_{m,n=0}^{\infty} \frac{1}{(m!)^2} \sum_{k_1 \cdots k_{m+1},i_1 \cdots i_{m}} \sum_{k_{m+2} \cdots k_{2n},j_1 \cdots j_{m}} \sum_{P_1 \cdots P_{2m} = \pm} \int_{-\infty}^{\infty} dt_{i_1} \cdots \int_{-\infty}^{\infty} dt_{2n} \int_{-\infty}^{\infty} dt_{k_1} \cdots \int_{-\infty}^{\infty} dt_{k_{2n}} \exp \left[ \frac{i}{\hbar} P_{k_1} \right] \cdots \left( \frac{i}{\hbar} P_{k_{2n}} \right) \left( \frac{i}{\hbar} P_{i_1} \right) \cdots \left( \frac{i}{\hbar} P_{i_{2m}} \right) 
\times \left\langle T_c \left\{ \hat{\alpha}_{i_1,j_1}^\dagger (t_{i_1}) \cdots \hat{\alpha}_{i_{2m},j_{2m}} (t_{i_{2m}}) \hat{\alpha}_{k_1,j_1} (t_{k_1}) \hat{\alpha}_{k_{n+1},j_{n+1}} (t_{k_{n+1}}) \cdots \hat{\alpha}_{k_{2n},j_{2n}} (t_{k_{2n}}) \right\} \right\rangle_{0} 
\times \left\langle j_{i_1,j_1} (t_{i_1}) \cdots j_{i_{2m},j_{2m}} (t_{i_{2m}}) j_{i_{m+1},j_{m+1}}^* (t_{i_{m+1}}) \cdots j_{i_{2m},j_{2m}}^* (t_{i_{2m}}) J_{k_1,k_{n+1}} \cdots J_{k_{2n},k_{2n}} \right\rangle_{0} .
\]

As this formula looks very confusing, it would be nice to find diagrammatic rules instead. The usual way to do this is to apply Wick’s theorem for a decomposition of the Green’s functions. But as already mentioned above, the requirements of this theorem are not complied. So another technique is necessary in order to treat the problem diagrammatically. With the help of the linked-cluster theorem, we can reduce the number of terms to only those made up of connected Green’s functions or cumulants [67,71].

It is possible to decompose them into local cumulants which was done some time ago for the Fermi-Hubbard model [72] and recently adopted to the Bose-Hubbard model [73]. We will see how this works in the following sections.
4.3 Linked-Cluster Theorem

The cumulant decomposition is based on the idea to expand $F[j, j^*]$ rather than $Z[j, j^*]$. As our final goal will be the derivation of the effective action, we don’t even need $Z[j, j^*]$. The big advantage that we have when we expand $F[j, j^*]$, is the fact that the linked-cluster theorem can be applied [67].

To understand the meaning of this theorem, first a definition of what a cluster is seems advisable: Associated with a cluster $C$ is a cluster Hamiltonian $\hat{H}_C$ which consists of some parts of the total Hamiltonian $\hat{H} = \hat{H}_0 + \hat{H}_1$. All terms in the perturbative expansion of a physical quantity $O$ which are given only by this cluster Hamiltonian build a cluster $C$. Each cluster contributes a unique weight $W(C)$ to the expansion of $O$.

Now we call a cluster “linked”, if there are no disjoint hoppings and if all source terms are connected by hopping terms. On the other hand, a disconnected cluster is a cluster that can be written as the disjoint union of nonempty sub-clusters, e.g. $A$ and $B$ with the cluster Hamiltonians $\hat{H}_A$ and $\hat{H}_B$, respectively. Denoting the Hilbert spaces of these Hamiltonian by $\varepsilon_A$ and $\varepsilon_B$, $\varepsilon_C = A \cup B$ is a disconnected cluster if there are at least two nonempty sub-clusters with $\varepsilon_A \cap \varepsilon_B = \emptyset$.

Let’s be more concrete: In our case the Hamiltonian contains sums over all site indices. If we take only parts of these sums, e.g. if we restrict the Hamiltonian to only a few site indices and make the same expansion as done before in Eq. (4.10) with the whole Hamiltonian, then we get a cluster contribution to $Z[j, j^*]$. If we take only one single site $i$, we get a cluster of currents flowing in and out of site $i$. It is, per definition, linked. If we add a next neighbor site $j$ to the expansion, the expansion would include the same terms as before, with currents on one site, but also terms with currents on both sites $i$ and $j$. These sub-clusters can appear either accompanied by (at least) a hopping between both sites, which means they are linked, or without a hopping, which means they are unlinked.

The linked-cluster theorem now states that because of the uniqueness of the weights $W(C)$ and the additivity property of extensive quantities the weights of disconnected clusters in the expansion of an extensive quantity have to be zero [71]. From thermodynamics we know that the free energy is extensive (because of the logarithm) while the partition function is not (because of the exponential). This holds as well in our case with the generalization of those thermodynamical quantities to generating functionals, because their mathematical structure is the same.

Therefore we can, with the help of this statement, expand the free-energy-like functional $F[j, j^*] \equiv -i \ln Z[j, j^*]$ by taking the expansion of $Z[j, j^*]$ from Eq. (4.10) and sorting out unlinked terms. In the remaining terms we have to substitute the Green’s function by the so called connected Green’s functions or cumulants. We will see how to do this in the next section.
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4.4 Cumulant Decomposition

To see the relation between the connected Green’s functions and the Green’s functions, we first consider a system without hopping. In this case, we find out that $\ln Z[j, j^*]|_{j=0}$ is a sum of local quantities:

\[
-\ln Z[j, j^*]|_{j=0} = -\ln \left\langle \hat{T}_c \exp \left\{ -i \sum_{P = \pm} P \int_{-\infty}^{\infty} dt \sum_i \left[ j^*_i P(t) \hat{a}^\dagger_i P(t) + j^*_i P(t) \hat{a}_i P(t) \right] \right\} \right\rangle_0
\]

\[
= -i \sum_i \ln \left\langle \hat{T}_c \exp \left\{ -i \sum_{P = \pm} P \int_{-\infty}^{\infty} dt \left[ j^*_i P(t) \hat{a}^\dagger_i P(t) + j^*_i P(t) \hat{a}_i P(t) \right] \right\} \right\rangle_0. 
\] (4.11)

From this we can directly see what the linked-cluster theorem states: The expansion of this functional consists only of linked clusters, which in this case are local quantities. Functional derivatives with respect to currents on different sites vanish.

The connected Green’s functions making up the expansion of $\mathcal{F}[j, j^*]|_{j=0}$ are related to the Green’s functions by a decomposition formula that can easily be derived by taking the functional derivatives of $Z[j, j^*]|_{j=0}$ and comparing it with the same derivatives of $\ln Z[j, j^*]|_{j=0}$. One will find that a Green’s function of $n$ variables (or more accurately: sets of variables $\{P, t, i\}$) decomposes into the corresponding cumulant with the same $n$ variables plus all possible products of lower cumulants having altogether the same $n$ variables again.

As we have set the hopping to zero, the unperturbed cumulants denoted by $C_i$ can be expressed in terms of the unperturbed Green’s functions $G^{(0)}$. Because of the $U(1)$-symmetry, these vanish for unequal numbers of creation and annihilation operators on each site which reduces the number of terms in the decomposition. For the 2-point functions, we have for example:

\[
C_{i}^{P_1 P_2}(t_1, t_2) = \delta_{ij} G_{ij}^{P_1 P_2(0)}(t_1, t_2). 
\] (4.12)

Apart from this, in the following we will need only one more decomposition:

\[
C_{i}^{P_1 P_2 P_3 P_4}(t_1, t_2; t_3, t_4) = \delta_{ij} \delta_{jk} G_{ijkl}^{P_1 P_2 P_3 P_4(0)}(t_1, t_2; t_3, t_4)
-i C_{i}^{P_1 P_3}(t_1, t_3) C_{i}^{P_2 P_4}(t_2, t_4) - i C_{i}^{P_1 P_4}(t_1, t_4) C_{i}^{P_2 P_3}(t_2, t_3), 
\] (4.13)

where $G_{ijkl}^{P_1 P_2 P_3 P_4(0)}(t_1, t_2; t_3, t_4)$ was defined in Eq. (3.45). Note the prefactor $i^{n+m-1}$ there which was included in the definitions (4.12) and (4.13). This explains the appearance of the factor $i$ in front of the decompositions in Eq. (4.13).

4.5 Diagrammatic Rules

Now the expansion of the system can easily be depicted diagrammatically. To this end we make the following definitions:

- A cumulant $C_{i}^{P_1 \cdots P_{2n}}(t_1, \cdots, t_{2n})$ is represented by a black circle with $n$ entering legs and $n$
exit ing legs. For example we have for $n = 1$:

$$t_2 P_2 \longrightarrow t_1 P_1 = C_i^{P_1 P_2}(t_1, t_2). \quad (4.14)$$

- The currents $j_{i,P_2}(t_2)$ or $j_{i,P_1}(t_1)$ are represented by black squares with one leg, entering or exiting, respectively. As we can see in Eq. (4.10), each derivative with respect to a current on the backward path brings down a minus sign, so we include this sign into the definition of the graph:

$$\bullet \quad \bullet \quad \bullet = P_2 j_{i,P_2}(t_2), \quad \bullet \quad \bullet = P_1 j_{i,P_1}(t_1). \quad (4.15)$$

- Multiplying a cumulant with currents, integrating over the continuous variables, i.e. the time, and summing over discrete variables, i.e. site and path indices, is represented by combining the corresponding graphs. With this we obtain “closed” graphs with no indices, as for instance:

$$\bullet \bullet \bullet \bullet = \sum_{ij} \sum_{P_1, P_2} P_1 P_2 \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \, \delta_{ij} C_i^{P_1 P_2}(t_1, t_2) j_{i,P_1}(t_1) j_{j,P_2}(t_2). \quad (4.16)$$

This diagram makes up the expansion up to second order in the currents of a system without hopping.

When we now add a hopping term to the Hamiltonian and expand $F[j, j^*](J)$ only in the currents, we get terms which are made up of perturbed cumulants, just like the expansion of $Z[j, j^*](J)$ only in the currents in Eq. (4.7), was made up of perturbed Green’s functions. These perturbed cumulants are not necessarily local and a decomposition can involve averages like $\langle a_H(t) \rangle_0$ (which obviously are zero without hopping).

However, we still have to expand the time-evolution operator with respect to the hopping and after that, only the unperturbed cumulants will remain. These are local, but they can be linked to each other via a hopping.

If we want to see this explicitly, we can go back to Eq. (4.7) and replace the Green’s functions there by the connected Green’s functions. They are composed by various Green’s functions. Next we expand the hopping. Then we get an expansion in terms of unperturbed Green’s function. We re-write them in terms of unperturbed cumulants, and finally find in each order, what we already know from the linked-cluster theorem without any computation, namely that the weight of all the terms where at least one cumulant stays unlinked to the others, is zero.

- In our diagrammatic approach, we therefore have to add the possibility of linking cumulants by a hopping. This is done by an internal line between two cumulants. The respective times associated with the hopping are always integrated and the path indices are always summed.
Associated with the path index is a prefactor $\pm$ of the hopping term. For instance we obtain:

$$t_2 P_2 \quad \bullet \quad t_1 P_1 = \tilde{J}_{ij} \sum_P P \int_{-\infty}^{\infty} dt C_i^{P_1 P} (t_1, t) C_j^{P_2 P} (t, t_2)$$

(4.17)

Here we have defined the dimensionless matrix element $\tilde{J}_{ij} \equiv J_{ij} / J$ where $J$ is the hopping strength. This will allow us a better bookkeeping at a later stage.

- For the whole expansion of $\mathcal{F}[j, j^*]$, we need the sum of all topologically nonequivalent connected diagrams. Each diagram must be closed. We still have to compare the diagram with Eq. (4.10) in order to get the right number of $i$ and $\hbar$ prefactors. Finally, another prefactor called symmetry factor has to be taken into account.

The last point requires a further discussion: Let’s pick one connected diagram. If we interchange two internal lines in the diagram, we might get either the same diagram representing the same decomposition or a similar diagram which, however, represents another term in the decomposition. The same is true when we interchange two entering or two exiting external lines or two site indices. If we assume that all these permutations lead to different terms, the prefactor $\frac{1}{(n!m!)}$ in the expansion (4.10) would be canceled in the diagrammatic scheme. In truth we now have overcounted all diagrams which appear repeatedly in the decomposition. To compensate this, we have to divide through the symmetry factor which is the number of times that one permutation of internal lines, entering or exiting lines or vertices gives the same diagram.

If there are, e.g., $M$ external lines entering (or exiting) one vertex, any of the $M!$ permutations of those lines will lead to the same diagram. This is also true for $M$ internal lines in the same direction. The third symmetry to be considered is the symmetry between equivalent vertices. Equivalent means that the number of any type of lines (entering, exiting, internal, external) is the same at these vertices. For $M$ vertices with such a symmetry we would get a factor $M!$ as well. If we have any doubts with the symmetry factor, we can check it by writing down and counting all permutations in the decomposition.

### 4.6 Expansion in the MI Phase

As the number of $n$-point functions in the CTPF increases exponentially with every order, we will begin our problem slowly: We know that there is a phase transition, so the behavior of the gas should strongly depend on whether we are in the MI or the SF phase. Remember that in the latter phase, the $U(1)$-symmetry is broken and even in equilibrium the order fields differ from zero. For that reason we have to take into account terms of at least fourth order in the order parameter when we want to deal with the superfluid phase. The MI system, however, can be well described only by the knowledge of the 2-point function. Therefore, we will restrict ourselves at first to the MI case. When we have seen how the formalism works in this relatively easy case, it will be not too difficult to extend our considerations afterwards to the superfluid case.

This means, we now have to expand $\mathcal{F}[j, j^*](J)$ up to second order in the currents and to first order
in the hopping. We therefore denote our result $\mathcal{F}(2,1)$. It reads

$$\mathcal{F}^{(2,1)}[j, j^*] = \frac{1}{\hbar^2} \left\{ \begin{array}{c}
\cdots + \frac{J}{\hbar} \cdots
\end{array} \right\} .$$

(4.18)

Note that the prefactor $-i$ from the definition of $\mathcal{F}$ in Eq. (3.59) and the $i$'s coming from the expansion in Eq. (4.10) are killed by the prefactor in the definition of the Green's functions in Eq. (3.45).

We now have put a lot of work into finding an easy way of obtaining and writing down this expansion in a diagrammatic way. So it may seem strange to go back from these nice graphs to big formulas, but we still have to see how the Legendre transformation of this functional works in detail, so we are not yet at the end.

As we don’t have to distinguish between the connected Green’s functions and the Green’s functions here due to $G_{ij}^{P_1P_2(0)}(t_1, t_2) = \delta_{ij}G_{ij}^{P_1P_2(0)}(t_1, t_2) = C_{i}^{P_1}(t_1, t_2)$, the kernel in Eq. (4.18) delivers us a formula for the first hopping-corrected contour-ordered Green’s functions:

$$G_{ij}^{P_1P_2(1)}(t_1, t_2) \equiv G_{ij}^{P_1P_2(0)}(t_1, t_2) + \frac{J_{ij}}{\hbar} \sum_{p} \mathcal{P} \int_{-\infty}^{\infty} dt \ G_{ii}^{P_1(0)}(t_1, t)G_{jj}^{P_2(0)}(t, t_2).$$

(4.19)

We can interpret these Green’s functions as the elements of a $2\times2$ matrix $\tilde{G}_{ij}^{(1)}(t_1, t_2)$ like the one defined in Eq. (3.47). It acts on the currents which are now written as 2-component vectors. The corresponding signs $\mathit{P}_{1,2}$ can be included in each vector by putting a minus sign in front of the lower component. We can then write:

$$\mathcal{F}^{(2,1)}[j, j^*] =$$

$$\frac{1}{\hbar^2} \sum_{ij} \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \left\{ (j_{+,i}^*(t_1), -j_{-,i}^*(t_1)) \begin{pmatrix} G_{ij}^{++(1)}(t_1, t_2) & G_{ij}^{+(1)}(t_1, t_2) \\ G_{ij}^{+(1)}(t_1, t_2) & G_{ij}^{--(1)}(t_1, t_2) \end{pmatrix} \begin{pmatrix} j_{+,j}(t_2) \\ -j_{-,j}(t_2) \end{pmatrix} \right\}$$

$$\equiv \frac{1}{\hbar^2} \sum_{ij} \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \tilde{j}^*(t_1, t_2) \tilde{j}(t_2)$$

(4.20)

with the definition of the vector currents

$$\tilde{j}_i(t) \equiv \begin{pmatrix} j_{+,i}(t) \\ -j_{-,i}(t) \end{pmatrix}, \quad \tilde{j}_i^*(t) \equiv (j_{+,i}^*(t), -j_{-,i}^*(t)) .$$

(4.21)

Now we perform the Keldysh rotation (3.51), i.e. we insert $1 = QQ^{-1}$ in front and behind of the matrix. We then find the rotated currents $Q\tilde{j}$ and $j^*Q^{-1}$, according to (3.53):

$$\tilde{j}_i(t) \equiv Q\tilde{j}_i(t) = \begin{pmatrix} j_{q,i}(t) \\ j_{d,i}(t) \end{pmatrix}, \quad \frac{1}{\sqrt{2}} \begin{pmatrix} j_{+,i}(t) - j_{-,i}(t) \\ j_{+,i}(t) + j_{-,i}(t) \end{pmatrix} ,$$

(4.22)

$$j_i^*(t) = Q^{-1}j_i^*(t)Q^{-1} = \begin{pmatrix} j_{q,i}(t), j_{d,i}(t) \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} j_{+,i}(t) - j_{-,i}(t) \\ j_{+,i}(t) + j_{-,i}(t) \end{pmatrix} .$$

(4.23)

The question now is whether the rotated matrix $QG_{ij}^{(1)}Q^{-1}$ really has the desired Keldysh structure
Let us give, at this place, the explicit expressions for those unperturbed matrix elements which can be easily calculated from the definition Eq. (3.54) as we know the unperturbed eigenstates \( |n_i\rangle \), given by the eigenvalue problem \( \hat{H}_i|n_i\rangle = E_n|n_i\rangle \):

\[
\begin{align*}
G^{R(0)}_{ij}(t_1, t_2) &= i\delta_{ij}\theta(t_1 - t_2) \sum_{n=0}^{\infty} \frac{e^{-\beta E_n}}{Z(0)} \left[ (n + 1) e^{\frac{\beta E_n}{h\nu}}(E_{n+1} - E_n)(t_2 - t_1) - ne^{\frac{\beta E_n}{h\nu}}(E_{n} - E_{n+1})(t_2 - t_1) \right], \\
G^{A(0)}_{ij}(t_1, t_2) &= -i\delta_{ij}\theta(t_2 - t_1) \sum_{n=0}^{\infty} \frac{e^{-\beta E_n}}{Z(0)} \left[ (n + 1) e^{\frac{\beta E_n}{h\nu}}(E_{n+1} - E_n)(t_2 - t_1) - ne^{\frac{\beta E_n}{h\nu}}(E_{n} - E_{n+1})(t_2 - t_1) \right], \\
A^{(0)}_{ij}(t_1, t_2) &= i\delta_{ij} \sum_{n=0}^{\infty} \frac{e^{-\beta E_n}}{Z(0)} \left[ ne^{\frac{\beta E_n}{h\nu}}(E_{n} - E_{n+1})(t_2 - t_1) + (n + 1) e^{\frac{\beta E_n}{h\nu}}(E_{n+1} - E_n)(t_2 - t_1) \right].
\end{align*}
\]

Not surprisingly, the expressions in Eqs. (4.25)-(4.27) only depend on the time difference \( t_1 - t_2 \). This invariance under time translations is directly related to the conservation law of energy by the Noether theorem [74]. This general feature of time-independent Hamiltonians always allows us to eliminate one time argument of the Green’s functions, e.g.:

\[
G(t_1, t_2) = G(t_1 - t_2, 0).
\]  

But now let’s go back to our actual problem and look at the Keldysh rotation of the perturbed matrix in Eq. (4.20). It reads explicitly:

\[
G_{ij}^{(1)} = \frac{1}{2} \begin{pmatrix}
G_{ij}^{++(1)} + G_{ij}^{-(1)} & G_{ij}^{++(1)} - G_{ij}^{-(1)} & G_{ij}^{+-(1)} - G_{ij}^{--(1)} & G_{ij}^{+-(1)} + G_{ij}^{--(1)} - G_{ij}^{+-1} - G_{ij}^{--1} \\
G_{ij}^{+(1)} + G_{ij}^{-(1)} & G_{ij}^{+(1)} - G_{ij}^{-(1)} & G_{ij}^{+(1)} - G_{ij}^{-(1)} - G_{ij}^{+(1)} - G_{ij}^{-(1)} & G_{ij}^{+(1)} + G_{ij}^{-(1)} - G_{ij}^{+(1)} + G_{ij}^{-(1)} \\
G_{ij}^{+(1)} + G_{ij}^{-(1)} & G_{ij}^{+(1)} - G_{ij}^{-(1)} & G_{ij}^{+(1)} - G_{ij}^{-(1)} & G_{ij}^{+(1)} + G_{ij}^{-(1)} \\
G_{ij}^{++(1)} + G_{ij}^{-(1)} & G_{ij}^{++(1)} - G_{ij}^{-(1)} & G_{ij}^{+-1} - G_{ij}^{--1} & G_{ij}^{+-1} + G_{ij}^{--1} - G_{ij}^{+-1} - G_{ij}^{--1}
\end{pmatrix}.
\]  

The next step is straightforward, but a little bit lengthy: We have to insert the expression (4.19) into Eq. (4.29). The unperturbed part of each matrix element can immediately be separated into a matrix \( G_{ij}^{(0)}(t_1, t_2) \). The perturbed part of each Green’s function consists of a sum of two products

\[
\sum_{P} P^{(0)}(t_1, t_2) G_{ij}^{(0)}(t_1, t_2),
\]

so in each matrix element we have in total 8 terms. But we can factorize them and then exploit the identity in Eq. (3.50) which then allows for a further factorization. With this we find, indeed, the vanishing of the lower right component in Eq. (4.29). Furthermore, with Eq. (3.54) we can express each off-diagonal element in terms of the corresponding off-diagonal element of the unperturbed matrix.
and obtain:

\[
G_{ij}^{R(1)}(t_1, t_2) = G_{ij}^{R(0)}(t_1, t_2) + \frac{J_{ij}}{\hbar} \int_{-\infty}^{\infty} dt \ G_{ii}^{R(0)}(t_1, t) G_{jj}^{R(0)}(t, t_2),
\]

(4.31)

\[
G_{ij}^{A(1)}(t_1, t_2) = G_{ij}^{A(0)}(t_1, t_2) + \frac{J_{ij}}{\hbar} \int_{-\infty}^{\infty} dt \ G_{ii}^{A(0)}(t_1, t) G_{jj}^{A(0)}(t, t_2).
\]

(4.32)

This very nice scheme, which holds for the advanced and retarded Green’s functions, does not work with the upper left element in Eq. (4.29). As we will later see, this is not a big problem, as this matrix element will not enter our equations of motion. Nevertheless, for the sake of completeness, we give the result here:

\[
A_{ij}^{(1)}(t_1, t_2) = A_{ij}^{(0)}(t_1, t_2) + \frac{J_{ij}}{\hbar} \int_{-\infty}^{\infty} dt \ \left( G_{ii}^{R(0)}(t_1, t) A_{jj}^{(0)}(t, t_2) + A_{ii}^{(0)}(t_1, t) G_{jj}^{A(0)}(t, t_2) \right).
\]

(4.33)

Now we would like to write down the perturbed Green’s function matrix (4.29) as a matrix which is built up of the unperturbed matrices. We could expect that the hopping correction is given as the product of two unperturbed matrices. But this turns out to be false. We find that the elements (4.31)-(4.33) are produced, when we interpose the Pauli matrix \( \sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) between the Green’s functions [59], i.e.:

\[
G_{ij}^{(1)}(t_1, t_2) = G_{ij}^{(0)}(t_1, t_2) + \frac{J_{ij}}{\hbar} \int_{-\infty}^{\infty} dt \ G_{ii}^{(0)}(t_1, t) \sigma^1 G_{jj}^{(0)}(t, t_2).
\]

(4.34)

Finally, we can bring the whole expansion (4.18) to the following form:

\[
\mathcal{F}^{(2,1)}[j, j^*] = \frac{1}{\hbar^2} \sum_{ij} \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \left( j_{q,i}^*(t_1), j_{cl,i}(t_1) \right) \begin{pmatrix}
A_{ij}^{(1)}(t_1, t_2) & G_{ij}^{R(1)}(t_1, t_2) \\
G_{ij}^{A(1)}(t_1, t_2) & 0
\end{pmatrix} \begin{pmatrix}
j_{q,j}(t_2) \\
j_{cl,j}(t_2)
\end{pmatrix}
\]

(4.35)
5 Effective Action in the MI Phase

In the previous section we expanded the generating functional of connected Green’s functions $\mathcal{F}[j, j^*]$ up to second order in the currents $j$ and $j^*$. These have only been a technical tool to break the $U(1)$-symmetry of the system. In the real physical system, however, they are zero. Therefore, we would like to replace them by a quantity being manifest in nature. As already mentioned, second-order phase transitions can be understood with the help of an order field. In the case of the transition from the MI to the SF phase, the condensate amplitude $\hbar \Psi_{i,\pm}(t) = \langle \hat{a}_{i,\pm}(t) \rangle_0$ and its complex conjugate $\hbar \Psi_{i,\pm}^*(t) = \langle \hat{a}_{i,\pm}^*(t) \rangle_0$ are a good choice for an order field. Let us now see how we can find a functional of $\Psi$ and $\Psi^*$, starting from $\mathcal{F}[j, j^*]$.

5.1 Legendre Transformation

The way to perform such a variable change, is the Legendre transformation. In this section, we want to show the general formalism for transforming the free energy into the effective action. As a result, we will see that we have to invert the Green’s functions that we have found in the expansion of $\mathcal{F}[j, j^*]$ in Eq. (4.18). In our special case of a hopping expansion, the inversion scheme that we will apply for the hopping-perturbed function is the “heart” of the formalism, as it implicitly includes a resummation of the hopping diagrams. We will denote an own section to see how this works in detail. In the present section, however, we do not yet consider the hopping expansion, thus we are not restricted to a certain order in the hopping. Instead we concentrate on the expansion in the order fields, which are taken into account up to the second order.

From the definition of $\mathcal{F}[j, j^*]$ in Eqs. (3.57) and (3.59) we know that

$$\frac{\delta \mathcal{F}[\vec{j}, \vec{j}^*]}{\delta \vec{j}_i(t)} = \frac{1}{\hbar} \left( \frac{\langle \hat{a}_{i,+}(t) \rangle_0}{\langle \hat{a}_{i,-}(t) \rangle_0} \right),$$

(5.1)

where the functional derivative is defined according to Eq. (4.21) as

$$\frac{\delta}{\delta \vec{j}_i(t)} \equiv \left( \frac{\delta_{i+,t}}{\delta_{i-,t}} \right).$$

(5.2)

We can exploit relation (5.1) to define the order parameter.

$$\vec{\Psi}_i(t) = \begin{pmatrix} \Psi_{i,+}(t) \\ \Psi_{i,-}(t) \end{pmatrix} \equiv \frac{\delta \mathcal{F}[\vec{j}, \vec{j}^*]}{\delta \vec{j}_i(t)}.$$  

(5.3)

Note that from the definition (5.2), the backward component of $\vec{\Psi}$ does not have the usual minus
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sign. The relation (5.3) means that \( \tilde{j} \) and \( \tilde{\Psi} \) are conjugate variables which motivates us to introduce a Legendre transformation. This will lead from the generating functional of the connected Green’s functions to the generating functional of the one-particle irreducible Green’s functions, i.e. the effective action \( \Gamma[\tilde{\Psi}, \tilde{\Psi}^*] \). The transformation is given as usual by

\[
\Gamma[\tilde{\Psi}, \tilde{\Psi}^*] = \mathcal{F} \left[ \tilde{j} [\tilde{\Psi}, \tilde{\Psi}^*], j^*[\tilde{\Psi}, \tilde{\Psi}^*] \right] - \sum_i \int_{-\infty}^{\infty} dt \left( \tilde{j}^+_i [\tilde{\Psi}, \tilde{\Psi}^*](t) \cdot \tilde{\Psi}_i(t) + \tilde{\Psi}_i^*(t) \cdot \tilde{j}_i [\tilde{\Psi}, \tilde{\Psi}^*](t) \right). \tag{5.4}
\]

To determine this quantity explicitly, we must express the currents \( \tilde{j} \) and \( \tilde{j}^* \) in terms of the order fields \( \tilde{\Psi} \) and \( \tilde{\Psi}^* \). We can do this by performing the functional derivative (5.3) in (4.35),

\[
\tilde{\Psi}_i(t_1) = \frac{1}{\hbar^2} \sum_j \int_{-\infty}^{\infty} dt_2 \tilde{G}_{ij}(t_1, t_2) \tilde{j}(t_2), \tag{5.5}
\]

with \( \tilde{G}_{ij}(t_1, t_2) \) being implicitly defined in Eq. (4.20). A subsequent inversion yields:

\[
\tilde{j}_i(t_1) = \hbar^2 \sum_j \int_{-\infty}^{\infty} dt_2 \tilde{G}_{ij}^{-1}(t_1, t_2) \tilde{\Psi}_j(t_2). \tag{5.6}
\]

Putting this into Eq. (5.4) gives us the effective action, with an index \((2, m)\) to stress that it comes from a second-order expansion in the fields, while the hopping order is (still) not specified:

\[
\Gamma^{(2, m)}[\tilde{\Psi}, \tilde{\Psi}^*] = -\hbar^2 \sum_{ij} \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \tilde{\Psi}_j^* (t_1) \tilde{G}_{ij}^{-1}(t_1, t_2) \tilde{\Psi}_j(t_2). \tag{5.7}
\]

It is convenient to rotate the expressions on the right side of Eq. (5.4), leaving us with \( \Gamma \) as a functional of the rotated order fields \( \Psi_i(t) \). With the definition (5.3), we find

\[
\Psi_i(t) = Q \tilde{\Psi}_i(t) = \begin{pmatrix} \Psi_{i\alpha}(t) \\ \Psi_{i\beta}(t) \end{pmatrix}, \quad \Psi^*_i(t) = \tilde{\Psi}_i^*(t) Q^{-1} = \begin{pmatrix} \Psi^*_{i\alpha}(t) \\ \Psi^*_{i\beta}(t) \end{pmatrix}. \tag{5.8}
\]

Note that the classical component is the one on top/on the left, which differs from the definition of \( j, j^* \) in Eqs. (4.22) and (4.23). For the rotation of the matrix, we note

\[
Q \tilde{G}^{-1} Q^{-1} = Q^{-1} \tilde{G}^{-1} Q = (Q^{-1} \tilde{G} Q)^{-1} = G^{-1}. \tag{5.9}
\]

So we have to invert the matrix given in Eq. (4.35) which has the Keldysh structure from Eq. (3.55). This leads to:

\[
G_{ij}^{-1}(t_1, t_2) = \begin{pmatrix} 0 & \left[ \tilde{G}^R_{ij}(t_1, t_2) \right]^{-1} \\ \left[ \tilde{G}^A_{ij}(t_1, t_2) \right]^{-1} & \tilde{A}_{ij}(t_1, t_2) \end{pmatrix}. \tag{5.10}
\]

In this matrix, the inverse functions of the advanced and the retarded Green’s functions appear. The
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entry in the third non-vanishing component is given by

\[ \tilde{A}_{ij}(t_1, t_2) = -\sum_{k,l} \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' \left[ G_{ik}^R(t_1, t) \right]^{-1} A_{kl}(t, t') \left[ G_{lj}^A(t', t_2) \right]^{-1}. \]  \tag{5.11}

The final result for the effective action in Keldysh space reads

\[ \Gamma^{(2,m)}[\Psi, \Psi^*] = -\hbar^2 \sum_{i,j} \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \left( \begin{array}{c} 0 \\ \tilde{A}_{ij}(t_1, t_2) \end{array} \right) \left[ \begin{array}{cc} G_{ij}^R(t_1, t_2) & \tilde{A}_{ij}(t_1, t_2) \\ \tilde{A}_{ij}(t_1, t_2) & G_{ij}^A(t_1, t_2) \end{array} \right]^{-1} \right) \Psi_j(t_2). \]  \tag{5.12}

We note that this is always zero if \( \Psi_q = \Psi_q^* = 0 \), i.e. when the value of \( \Psi \) and \( \Psi^* \) do not depend whether time evolves forward or backward. Thus, we have an important normalization property of the effective action \[ \Gamma \left[ \Psi_{cl}, \Psi_{cl}^*; \Psi_q = 0, \Psi_q^* = 0 \right] = 0. \]  \tag{5.13}

Now, the actual problem is the calculation of the matrix elements in Eq. \eqref{5.10}. For the unperturbed system, this is a straightforward task. We only have to find the inverse of the unperturbed retarded/advanced Green’s functions, which will be done in the next section. Afterwards, we will deal with a hopping-perturbed system. As already mentioned, the inversion there will work differently.

5.2 Frequency Space Green’s Functions

To find the inverse functions, it is convenient to perform the Fourier transformation

\[ f(\omega) = \int_{-\infty}^{\infty} dt \, f(t)e^{i\omega t} \]  \tag{5.14}

for quantities related to annihilation operators and

\[ f^*(\omega) = \int_{-\infty}^{\infty} dt \, f^*(t)e^{-i\omega t} \]  \tag{5.15}

for its conjugates. The inverse relations read correspondingly

\[ f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \, f(\omega)e^{-i\omega t}, \quad f^*(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \, f^*(\omega)e^{i\omega t}. \]  \tag{5.16}

In particular, this transformation will turn out to be useful for a later resummation. We will see this at the end of this section when we take a look at the hopping-corrected Green’s function. But let’s begin with the inversion of the unperturbed retarded function defined in Eq. \eqref{4.25}. To find its Fourier transform \( G_{ij}^{R(0)}(\omega_1, \omega_2) \), we use the integral representation of the step function:

\[ \theta(t_1 - t_2) = \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} \frac{i/2\pi}{x + i\epsilon} e^{-i(t_1 - t_2)x} dx. \]  \tag{5.17}
In the following we will suppress the limit-symbol for economic reasons. The Dirac \( \delta \)-function has the following Fourier representation

\[
\delta(\omega_1 - \omega_2) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i(\omega_1 - \omega_2)t} \, dt.
\]  

(5.18)

Performing the substitution \( t \equiv t_1 - t_2 \), we have

\[
G^{R(0)}_{ij}(\omega_1, \omega_2) = i \frac{\delta_{ij}}{Z^{(0)}} \sum_{n=0}^{\infty} e^{-\beta E_n} \int_{-\infty}^{\infty} dt_1 e^{i(\omega_1 - \omega_2)t_1} \int_{-\infty}^{\infty} dt e^{it_2} \int_{-\infty}^{\infty} dx \frac{i/2\pi}{x + i\epsilon} e^{-itx}
\times \left[ (n + 1)e^{-\frac{i}{\pi}(E_{n+1} - E_n)t} - n e^{-\frac{i}{\pi}(E_n - E_{n-1})t} \right] = \frac{-\delta_{ij}}{Z^{(0)}} \sum_{n=0}^{\infty} e^{-\beta E_n} \delta(\omega_2 - \omega_1) \int_{-\infty}^{\infty} dx \frac{i/2\pi}{x + i\epsilon} \int_{-\infty}^{\infty} dt
\times \left[ (n + 1)e^{-\frac{i}{\pi}(E_{n+1} - E_n - \hbar \omega_2 + \hbar \epsilon)t} - n e^{-\frac{i}{\pi}(E_n - E_{n-1} - \hbar \omega_2 + \hbar \epsilon)t} \right] = \frac{-2\pi \delta_{ij}}{Z^{(0)}} \sum_{n=0}^{\infty} e^{-\beta E_n} \delta(\omega_2 - \omega_1)
\times \int_{-\infty}^{\infty} dx \left[ (n + 1) \frac{\delta \left( \frac{E_{n+1} - E_n}{\hbar} - \omega_2 + x \right)}{x + i\epsilon} - n \frac{\delta \left( \frac{E_n - E_{n-1}}{\hbar} - \omega_2 + x \right)}{x + i\epsilon} \right]
\]

\[
= 2\pi \delta_{ij} \delta(\omega_1 - \omega_2) \frac{1}{Z^{(0)}} \sum_{n=0}^{\infty} e^{-\beta E_n} \left( \frac{n + 1}{\frac{E_{n+1} - E_n}{\hbar} - \omega_2 - i\epsilon} - \frac{n}{\frac{E_n - E_{n-1}}{\hbar} - \omega_2 - i\epsilon} \right).
\]

(5.19)

For practical reasons we define the function

\[
g_R(\omega) \equiv \frac{1}{Z^{(0)}} \sum_{n=0}^{\infty} e^{-\beta E_n} \left( \frac{n + 1}{\frac{E_{n+1} - E_n}{\hbar} - \omega - i\epsilon} - \frac{n}{\frac{E_n - E_{n-1}}{\hbar} - \omega - i\epsilon} \right).
\]

(5.20)

With this we can write compactly:

\[
G^{R(0)}_{ij}(\omega_1, \omega_2) = 2\pi \delta_{ij} \delta(\omega_1 - \omega_2) g_R(\omega_1).
\]

(5.21)

We see that the unperturbed function is diagonal in its spatial as well as in its temporal variables. So the inverse of it reads

\[
\left[ G^{R(0)}_{ij}(\omega_1, \omega_2) \right]^{-1} = \frac{1}{2\pi} \delta_{ij} \delta(\omega_1 - \omega_2) \frac{1}{g_R(\omega_1)}.
\]

(5.22)

Repeating the whole procedure for the advanced Green’s function shows that it is nothing but the complex conjugate of (5.22):

\[
G^{A(0)}_{ij}(\omega_1, \omega_2) = 2\pi \delta_{ij} \delta(\omega_1 - \omega_2) g_A(\omega_1).
\]

(5.23)

with

\[
g_A(\omega) \equiv \frac{1}{Z^{(0)}} \sum_{n=0}^{\infty} e^{-\beta E_n} \left( \frac{n + 1}{\frac{E_{n+1} - E_n}{\hbar} - \omega + i\epsilon} - \frac{n}{\frac{E_n - E_{n-1}}{\hbar} - \omega + i\epsilon} \right).
\]

(5.24)
As in the case of the retarded function, this representation in Fourier space allows for an immediate inversion. For completeness, we still give the Fourier representation of the third non-vanishing matrix element $A_{ij}$:

$$A_{ij}(\omega_1, \omega_2) = 2\pi \delta_{ij} \delta(\omega_1 - \omega_2) \sum_{n=0}^{\infty} e^{-\beta E_n} \left[ n\delta(\omega_1 - \omega_n) + (n + 1)\delta(\omega_1 - \omega_{n+1}) \right]$$

$$\equiv 2\pi \delta_{ij} \delta(\omega_1 - \omega_2) a(\omega_1), \quad \text{(5.25)}$$

where we have defined

$$\omega_n \equiv \frac{E_n - E_{n-1}}{\hbar}. \quad \text{(5.26)}$$

In Ref. [66] it is shown by a spectral analysis of the Green’s functions that $A_{ij}(\omega_1, \omega_2)$ equals the dissipative part of the time-ordered Green’s function. The whole Green’s function matrix reads:

$$G^{(0)}_{ij}(\omega_1, \omega_2) = 2\pi \delta_{ij} \delta(\omega_1 - \omega_2) \begin{pmatrix} a(\omega_1) & g_R(\omega_1) \\ g_L(\omega_1) & 0 \end{pmatrix} \equiv 2\pi \delta(\omega_1 - \omega_2) G^{(0)}_{ij}(\omega_1). \quad \text{(5.27)}$$

We have already found the form of the inverse matrix function in Eq. (5.10). To write it down explicitly, we still have to take a look at the component $\tilde{A}_{ij}$. It is given in time space by Eq. (5.11) as a double temporal integral. In Fourier space, these integrals become trivial because of the frequency conservation. Thus we find

$$\tilde{A}_{ij}(\omega_1, \omega_2) = \frac{1}{2\pi} \delta(\omega_1 - \omega_2) \delta_{ij} \frac{a(\omega_1)}{g_R(\omega_1)g_L(\omega_1)} \equiv -\frac{1}{2\pi} \delta(\omega_1 - \omega_2) \delta_{ij} \bar{a}(\omega_1). \quad \text{(5.28)}$$

This allows for the following writing

$$\left[ G^{(0)}_{ij}(\omega_1, \omega_2) \right]^{-1} = \frac{1}{2\pi} \delta_{ij} \delta(\omega_1 - \omega_2) \begin{pmatrix} 0 & 1/g_L(\omega_1) \\ 1/g_R(\omega_1) & \bar{a}(\omega_1) \end{pmatrix} \equiv \frac{1}{2\pi} \delta(\omega_1 - \omega_2) \left[ G^{(0)}_{ij}(\omega_1) \right]^{-1}. \quad \text{(5.29)}$$

Let us still take a look at the Fourier transform of the first hopping-corrected Green’s function from Eq. (4.34), and the free energy from Eq. (4.35):

$$\hbar^2 \mathcal{F}[j^*, j^*] = \sum_{i,j} \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \ j_{i}^*(t_1) G_{ij}^{(1)}(t_1, t_2) j_{j}(t_2) \quad \text{(5.30)}$$

$$= \sum_{i,j} \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \left\{ \int_{-\infty}^{\infty} dt \ j_{i}^*(t_1) G_{ij}^{(0)}(t_1, t_2) j_{j}(t_2) + \frac{J_{ij}}{\hbar} \int_{-\infty}^{\infty} dt \ j_{i}^*(t_1) G_{ii}^{(0)}(t_1, t) \sigma^1 G_{jj}^{(0)}(t, t_2) j_{j}(t_2) \right\}. \quad \text{(5.30)}$$

Using the Fourier representation of all quantities in Eq. (5.30) and doing the time integrations we obtain $\delta$-functions, which can be integrated out. This leaves us with the following expression:

$$\int_{-\infty}^{\infty} \frac{d\omega_1}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega_2}{2\pi} \left\{ \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{J_{ij}}{\hbar} j_{i}^*(\omega_1) G_{ij}^{(0)}(\omega_1, \omega_2) j_{j}(\omega_2) + \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{J_{ij}}{\hbar} j_{i}^*(\omega_2) G_{ij}^{(0)}(\omega, \omega_2) \sigma^1 G_{jj}^{(0)}(\omega_2, \omega) j_{j}(\omega_2) \right\}. \quad \text{(5.31)}$$
Inserting Eq. (5.27) in Eq. (5.31), two frequency integrations become trivial. We get
\[ \frac{\hbar^2 F[j, j^*]}{2\pi} = \int_{-\infty}^{\infty} \frac{d\omega_1}{2\pi} \left\{ J_{ij}^{*}(\omega_1) G_{ij}^{(0)}(\omega_1) j_{j}(\omega_1) + \frac{J_{ij}}{\hbar} J_{j}^{*}(\omega_2) G_{ii}^{(0)}(\omega_1) \sigma_j G_{jj}^{(0)}(\omega_1) j_{j}(\omega_1) \right\}. \] (5.32)
This shows that we don’t have to integrate over inner frequency variables in Fourier space. Instead, the hopping links two cumulants via a simple multiplication. The whole hopping-corrected Green’s function can be directly taken from Eq. (5.32):
\[ G_{ij}^{(1)}(\omega_1) = G_{ij}^{(0)}(\omega_1) + \frac{J_{ij}}{\hbar} G_{ii}^{(0)}(\omega_1) \sigma_j G_{jj}^{(0)}(\omega_1), \] (5.33)
or, if we want to keep both frequency variables:
\[ G_{ij}^{(1)}(\omega_1, \omega_2) = G_{ij}^{(0)}(\omega_1, \omega_2) + \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{J_{ij}}{\hbar} G_{ii}^{(0)}(\omega_1, \omega) \sigma_j G_{jj}^{(0)}(\omega_1, \omega_2) \]
\[ = 2\pi \delta(\omega_1 - \omega_2) \left[ G_{ij}^{(0)}(\omega_1) + \frac{J_{ij}}{\hbar} G_{ii}^{(0)}(\omega_1) \sigma_j G_{jj}^{(0)}(\omega_1) \right]. \] (5.34)

5.3 Resummation

We now want to consider explicitly a system with hopping. What is different then? The matrix in Eq. (5.12) still has the same form, but until now we have only found how to invert the unperturbed Green’s functions. The perturbed matrix \( G_{ij}^{(1)}(t_1, t_2) \), however, is built up of the perturbed functions from Eqs. (4.31)–(4.33) which are not local. In the temporal variables, we proceed as before by diagonalizing these functions via a transformation into frequency space. For the spatial variables, however, we do not try an exact diagonalization, although this would be possible for a homogeneous system by performing another Fourier transformation into \( k \)-space. But as we are doing a hopping expansion, we have a systematical reason to demand for the inverted Green’s function that it has the form of a power series in the hopping as well. This motivates us to perform the inversion iteratively. We start with the equation
\[ \sum_k G_{ik}^{(1)}(\omega) \left[ G_{kj}^{(1)}(\omega) \right]^{-1} = \delta_{ij}. \] (5.35)

Now, the iterative procedure works the following way: Instead of \( \left[ G_{kj}^{(1)}(\omega) \right]^{-1} \), we plug into this equation the zeroth-order solution, i.e. \( \left[ G_{kj}^{(0)}(\omega) \right]^{-1} \) from Eq. (5.29). The expression for \( G_{ik}^{(1)}(\omega) \) is given by Eq. (5.33). Then left side of Eq. (5.35) reads
\[ \delta_{ij} + \frac{J_{ij}}{\hbar} G_{ii}^{(0)}(\omega) \sigma_j. \] (5.36)
We see that the second term, which is linear in \( J_{ij} \), differs from the right side of Eq. (5.35). We subtract this term from \( \left[ G_{kj}^{(0)}(\omega) \right]^{-1} \), which gives us a better approximation of \( \left[ G_{kj}^{(1)}(\omega) \right]^{-1} \). Let us therefore define:
\[ \left[ G_{ij}^{(1)}(\omega) \right]^{-1} \equiv \left[ G_{ij}^{(0)}(\omega) \right]^{-1} \left( \delta_{ij} - \frac{J_{ij}}{\hbar} G_{ij}^{(0)}(\omega) \sigma_j \right). \] (5.37)
By re-inserting Eq. (5.37) in Eq. (5.35), we find that now the right side deviates from left side only by terms which are of second-order in \( J \). To be consistent with our hopping expansion, these terms must be neglected. Although Eq. (5.37) is not the mathematically the inverse of Eq. (5.33), in a physical sense it is, since Eq. (5.33) approximates the full Green’s function \( G \) and Eq. (5.37) approximates the inverse of it \( G^{-1} \).

From Eq. (5.37) we can directly read off the Green’s function of two frequency variables. We must only note the prefactor \( 1/2\pi \) from Eq. (5.29):

\[
\left[ G_{ij}^{(1)}(\omega_1, \omega_2) \right]^{-1} = \delta(\omega_1 - \omega_2) \frac{1}{2\pi \hbar \gamma_{ij}(\omega_1)} \left( \delta_{ij} - \frac{J_{ij}}{\hbar} G_{ij}^{(0)}(\omega_1) \sigma^1 \right).
\]

(5.38)

The second line of this equation shows us that the hopping has to be divided by \( 2\pi \), when we express the inverse Green’s function in terms of Green’s functions of two frequency variables. The retarded and advanced components of this matrix read:

\[
\left[ G_{ij}^{R/A}(\omega_1, \omega_2) \right]^{-1} = \delta(\omega_1 - \omega_2) \frac{1}{2\pi \hbar \gamma_{ij}(\omega_1)} \left( \delta_{ij} - g_{R/A}(\omega_1) \frac{J_{ij}}{\hbar} \right).
\]

(5.39)

Now we can get the explicit expression for the hopping-expanded effective action. We must insert Eq. (5.38) into the Fourier transform of Eq. (5.12) and find

\[
\Gamma^{(2,1)}[\Psi, \Psi^*] = -\hbar^2 \sum_{i,j} \int_{-\infty}^{\infty} \frac{d\omega_1}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega_2}{2\pi} \Psi_i^*(\omega_1) \left[ G_{ij}^{(1)}(\omega_1, \omega_2) \right]^{-1} \Psi_j(\omega_2)
\]

\[
\quad = -\frac{\hbar^2}{(2\pi)^2} \sum_{i,j} \int_{-\infty}^{\infty} \frac{d\omega_1}{2\pi} \Psi_i^*(\omega_1) \left\{ \left[ G_{ij}^{(0)}(\omega_1) \right]^{-1} - \frac{J_{ij}}{\hbar} \sigma^1 \right\} \Psi_j(\omega_1).
\]

(5.40)

The advantage of the inversion scheme applied above is the fact that a resummation is automatically made. Let us sketch what is meant by this by looking at the exact re-inversion of Eq. (5.37). To do this we must define the Fourier transformation into \( k \)-space:

\[
f_k = \sum_i f_i e^{-ik \cdot r_i}, \quad \quad f_k^* = \sum_i f_i^* e^{ik \cdot r_i}
\]

\[
f_i = \frac{1}{N_s} \sum_k f_k e^{ik \cdot r_i}, \quad \quad f_i^* = \frac{1}{N_s} \sum_k f_k^* e^{-ik \cdot r_i}.
\]

(5.41)

(5.42)

Here both the index \( i \) and the coordinate \( r_i \) denote the position at a lattice site \( i \), the total number of sites is denoted by \( N_s \).

Assuming spatial homogeneity, we have \( J_{ij} \rightarrow J_{k,k'} = J_k \delta_{k,k'} \). With the \( \delta \)-function in the frequencies and the Kronecker-\( \delta \) in the wave vectors, we can define the Green’s function as a function of only one frequency and one wave vector:

\[
\left[ G^{(1)}(k, \omega) \right]^{-1} = \left[ G^{(0)}(k, \omega) \right]^{-1} \left\{ 1 - \frac{J_k}{\hbar} G^{(0)}(k, \omega) \sigma^1 \right\},
\]

(5.43)
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which is immediately inverted:

\[
G^{(1)}(k, \omega) = \left\{ 1 - \frac{J_k}{\hbar} G^{(0)}(k, \omega) \sigma^1 \right\}^{-1} G^{(0)}(k, \omega).
\] (5.44)

The term in the brackets can be interpreted as a geometric sum:

\[
\left\{ 1 - \frac{J_k}{\hbar} G^{(0)}(k, \omega) \sigma^1 \right\}^{-1} = \sum_{m=0}^{\infty} \left( \frac{J_k}{\hbar} G^{(0)}(k, \omega) \sigma^1 \right)^m.
\] (5.45)

This shows what is meant by resummation. Diagrammatically, this resummed Green’s function is represented by the following chain diagram:

\[ \cdots + \cdots + \cdots \] (5.46)

Although in our expansion of \( \mathcal{F} \) given by Eq. (4.18), we had only considered the first two of the processes shown in the diagram above, our resummed Green’s function includes all of them. If we did again an expansion of \( \mathcal{F} \), but now took into account any of those longer chain diagrams, after performing the Legendre transform like done before, we would finally get the same result as in Eq. (5.37). The field-theoretical reason for this lies in the role of \( \Gamma \) as the generating functional of one-particle irreducible (OPI) Green’s functions [14]. As all diagrams in (5.46) are constructed of one and the same OPI diagram, for the calculation of \( \Gamma \) it does not matter, how much of these diagrams we take into account. We only need the first diagram (which is the OPI) and the second one, in order to have at least one non-local diagram seeding the resummation.

Our hope is that, although we started the expansion with the assumption of a small hopping, the resummation leads to equations which are even valid for larger hoppings.

### 5.4 Equations of Motion

Now let’s have a look at the dynamics of the order fields. To find an equation of motion for them, we have to find the saddle points of \( \Gamma^{(2,1)} \). For this we take the functional derivative of \( \Gamma^{(2,1)} \) with respect to the order fields and set it equal to zero. For simplicity we do this in Fourier space, as we then have no integral over the time.

\[
\frac{\delta \Gamma^{(2,1)}}{\delta \Psi^*_{i,q}(\omega)} = -\frac{\hbar^2}{(2\pi)^2} \sum_j \left\{ \left[ G^{R(1)}_{ij}(\omega) \right]^{-1} \Psi_{j,cl}(\omega) + \tilde{A}_{ij}(\omega) \Psi_{j,q}(\omega) \right\} = 0,
\] (5.47)

\[
\frac{\delta \Gamma^{(2,1)}}{\delta \Psi_{i,q}(\omega)} = \frac{-\hbar^2}{(2\pi)^2} \sum_j \left[ G^{A(1)}_{ij}(\omega) \right]^{-1} \Psi_{j,q}(\omega) = 0.
\] (5.48)
Taking the trivial solution of the last equation, $\Psi_{j,q}(\omega) = 0$ on any site, the first equation reduces to
\[
\sum_j \left[ G^{R(1)}_{ij}(\omega) \right]^{-1} \Psi_{j,cl}(\omega) = 0. \tag{5.49}
\]
This result states that, as long as we restrict ourselves on configurations with $\Psi_q = 0$, the dynamics of a system is given by the retarded Green’s function. For the complex conjugated field, we get a similar equation, but the advanced function will appear instead of the retarded one:
\[
\frac{\delta \Gamma^{(2,1)}}{\delta \Psi_{i,q}(\omega)} = -\frac{\hbar^2}{(2\pi)^2} \sum_j \left\{ \Psi^*_{j,cl}(\omega) \left[ G^{A(1)}_{ji}(\omega) \right]^{-1} + \Psi^*_{j,q}(\omega) \tilde{A}^{(1)}_{ji}(\omega) \right\} = 0, \tag{5.50}
\]
\[
\frac{\delta \Gamma^{(2,1)}}{\delta \Psi_{i,cl}(\omega)} = -\frac{\hbar^2}{(2\pi)^2} \sum_j \Psi^*_{j,q}(\omega) \left[ G^{R(1)}_{ji}(\omega) \right]^{-1} = 0. \tag{5.51}
\]
which now reduces to
\[
\sum_j \Psi^*_{j,cl}(\omega) \left[ G^{A(1)}_{ji}(\omega) \right]^{-1} = 0 \tag{5.52}
\]
when $\Psi^*_{j,q}(\omega) = 0$. This result agrees perfectly with the linear response theory, which is valid near equilibrium, where all the physics is given by the retarded/advanced Green’s functions. We postpone the discussion of this equation to Chapter 7, where the spectra in the MI phase and the phase boundary between the MI and the SF are found from Eq. (5.49). Before we do that, we go beyond this phase boundary and extend our theory to the superfluid phase.
6 Effective Action in the SF Phase

According to Fig. 2.3, a superfluid system cannot be described by an effective action, which is quadratic in the order fields. It is crucial to take into account the next order, thus the expansion of Eq. (4.18) has to be extended up to fourth order in the currents.

6.1 $\Psi^4$ Expansion

With the diagrammatic rules given in Section 4.5, it is straightforward to write down the expansion of $\mathcal{F}$ up to fourth order in the currents diagrammatically:

$$\mathcal{F}^{(4,1)}[j, j^*] = \frac{1}{\hbar^2} \left\{ \begin{array}{c}
\ \text{Diagram 1} \ \text{Diagram 2} \ \\
\ + \frac{J}{\hbar} \ \text{Diagram 3} \ \\
\ + \frac{1}{4\hbar^2} \ \text{Diagram 4} \ \\
\ + \frac{J}{2\hbar^3} \ \text{Diagram 5} \ \\
\end{array} \right\}.$$  \hspace{1cm} (6.1)

The factor $1/2$ in front of the last two terms comes from the symmetry of the diagrams. Either for the ingoing or for the outgoing lines, we have two possibilities of interchanging them without creating a new diagram. In the third diagram, both the ingoing and the outgoing lines have this symmetry, which gives us in total the prefactor $1/4$.

In Eq. (6.1) a new cumulant with four legs appears, i.e. it depends on four time variables. Therefore, $2^4 = 16$ possibilities to distribute path indices $\pm$ exist. In the MI phase we were able to find a matrix representation for the $2^2 = 4$ cumulants in the second order. By a rotation of this matrix we could reduce the number of terms to only three. Now we will try a similar procedure again, but instead of a bilinear form, a fourth rank tensor must be rotated. The components of this tensor $C_{i_1i_2i_3i_4}(t_1, t_2; t_3, t_4)$ are given by Eq. (4.13). To save some space, we change the notation a little
bit by writing $iC_{P_1 P_2 P_3}^{P_1 P_4}$ in the following. The product of this tensor with the currents can be written as

$$iC_{P_1 P_2 P_3}^{P_1 P_4} j_{i_i}^* P_1(t_1) j_{i_j}^* P_2(t_2) j_{i_k} P_3(t_3) j_{i_l} P_4(t_4) =
$$

$$= \tilde{j}_{i_i}^* (t_1) \begin{pmatrix}
\tilde{j}_{i_i}^* (t_2) & \begin{pmatrix}
C_{++}^{+++} & C_{++}^{+++} \\
C_{++}^{+++} & C_{++}^{+++} \\
C_{++}^{+++} & C_{++}^{+++} \\
C_{++}^{+++} & C_{++}^{+++}
\end{pmatrix}
\tilde{j}_{i_i}^* (t_2)
\end{pmatrix}
\begin{pmatrix}
\begin{pmatrix}
C_{++}^{+++} & C_{++}^{+++} \\
C_{++}^{+++} & C_{++}^{+++} \\
C_{++}^{+++} & C_{++}^{+++} \\
C_{++}^{+++} & C_{++}^{+++}
\end{pmatrix}
\tilde{j}_{i_i}^* (t_3)
\end{pmatrix}
\tilde{j}_{i_i}^* (t_4)$$

(6.2)

where the definition of the vector currents from Eq. (4.21) is applied.

This object can be Keldysh-rotated by rotating the sub-matrices as well as the overall matrix. In the new expression the currents $\tilde{j}$ and $\tilde{j}^*$ are replaced by $j$ and $j^*$ defined in Eqs. (4.22) and (4.23). The new cumulants are linear combinations of the 16 original ones from Eq. (6.2). These rotated cumulants are denoted by $iC_{cl/q,cl/q}^{cl/q}$. For an implicit definition of these cumulants, we write down the rotated equivalent of Eq. (6.2):

$$\tilde{j}_{i_i}^* (t_1) \begin{pmatrix}
\tilde{j}_{i_j}^* (t_2) & \begin{pmatrix}
C_{++}^{+++} & C_{++}^{+++} \\
C_{++}^{+++} & C_{++}^{+++} \\
C_{++}^{+++} & C_{++}^{+++} \\
C_{++}^{+++} & C_{++}^{+++}
\end{pmatrix}
\tilde{j}_{i_j}^* (t_2)
\end{pmatrix}
\begin{pmatrix}
\begin{pmatrix}
C_{++}^{+++} & C_{++}^{+++} \\
C_{++}^{+++} & C_{++}^{+++} \\
C_{++}^{+++} & C_{++}^{+++} \\
C_{++}^{+++} & C_{++}^{+++}
\end{pmatrix}
\tilde{j}_{i_j}^* (t_3)
\end{pmatrix}
\tilde{j}_{i_j}^* (t_4)
$$

≡ $\tilde{j}_{i_i}^* (t_1) \tilde{j}_{i_j}^* (t_2) C_{i_i}^{(4)} (t_1, t_2; t_3, t_4) j_i (t_3) j_i (t_4)$

(6.3)

It might appear strange to call, for instance, the cumulant in the top left-hand corner $iC_{cl,q,cl,q}^{cl,q}$, although it is multiplied only with quantum components of the currents, but the meaning becomes clear, when we take a look at the origin of the cumulants: Inverting the relations (3.53), we can express the operators $\hat{a}_\pm$ and currents $j_\pm$ in terms of operators $\hat{a}_{q,cl}$ and currents $j_{q,cl}$. The generating functional $F[j, j^*]$, given in Eq. (3.59) which is a functional of $j_+, j_-, j_+^*$, and $j_-^*$, can then be rewritten as a functional of the rotated currents $j_{cl}, j_{q,cl}, j_{cl}^*$, and $j_{q,cl}^*$. Instead of terms like $j_+ \hat{a}_+ - j_- \hat{a}_-$, we have $j_{q,cl} \hat{a}_{cl} + j_{cl} \hat{a}_{q,cl}$. Thus quantum currents mix with classical fields and vice versa. When we now expand this generating functional in terms of the rotated currents, we always get a classical operator in the cumulant, when a derivative with respect to a quantum current is taken, e.g. $\frac{\delta}{\delta j_{cl}(t)} hF[j, j^*] = \langle \hat{a}_{cl}^* (t) \rangle$. Therefore we
have together with the decomposition formula from Eq. (4.13):

\[
i C_{cl,cl}^{c1}(t_1, t_2; t_3, t_4) = i^3 \left\{ \left[ \mathcal{T}_c \left\{ \hat{a}_{i,cl}(t_1) \hat{a}_{i,cl}(t_2) \hat{a}_{i,cl}^\dagger(t_3) \hat{a}_{i,cl}^\dagger(t_4) \right\} \right] - \left[ \mathcal{T}_c \left\{ \hat{a}_{i,cl}(t_1) \hat{a}_{i,cl}^\dagger(t_3) \hat{a}_{i,cl}(t_2) \hat{a}_{i,cl}^\dagger(t_4) \right\} \right] \right\}_0 \times \left\{ \left[ \mathcal{T}_c \left\{ \hat{a}_{i,cl}(t_2) \hat{a}_{i,cl}^\dagger(t_4) \right\} \right] - \left[ \mathcal{T}_c \left\{ \hat{a}_{i,cl}(t_4) \hat{a}_{i,cl}^\dagger(t_2) \right\} \right] \right\}_0 \right\}. \tag{6.4}
\]

The other cumulants in Eq. (6.3) are obtained in the same way. As for \( n = 2 \), the element in the right-down corner vanishes:

\[
i C_{q,q}^{q}(t_1, t_2; t_3, t_4) = i^3 \left\{ \left[ \mathcal{T}_c \left\{ \hat{a}_{i,q}(t_1) \hat{a}_{i,q}(t_2) \hat{a}_{i,q}^\dagger(t_3) \hat{a}_{i,q}^\dagger(t_4) \right\} \right] - \left[ \mathcal{T}_c \left\{ \hat{a}_{i,q}(t_1) \hat{a}_{i,q}^\dagger(t_3) \hat{a}_{i,q}(t_2) \hat{a}_{i,q}^\dagger(t_4) \right\} \right] \right\}_0 \times \left\{ \left[ \mathcal{T}_c \left\{ \hat{a}_{i,q}(t_2) \hat{a}_{i,q}^\dagger(t_4) \right\} \right] - \left[ \mathcal{T}_c \left\{ \hat{a}_{i,q}(t_4) \hat{a}_{i,q}^\dagger(t_2) \right\} \right] \right\}_0 \right\} = 0. \tag{6.5}
\]

This guarantees the compliance of the normalization condition (5.13), since this cumulant is the only one which is not multiplied by quantum currents \( j_q \), and thus this term wouldn’t vanish by setting \( j_q = 0 \). We can generalize the latter observation for any cumulant \( C_{q\cdots q} \). These cumulants have to vanish in order to have Eq. (5.13) fulfilled [75]. The normalization condition (5.13) therefore is equivalent to

\[
C_{q\cdots q} = 0. \tag{6.6}
\]

The proof of Eq. (6.6) is important and will be needed again at a later stage. We must show that any expectation value of quantum component operators \( \left\langle \mathcal{T}_c \left\{ \hat{a}_{i,q}(t_1) \cdots \hat{a}_{i,q}^\dagger(t_n) \right\} \right\> \) is zero. We therefore replace these operators by the operators in the \( \pm \)-basis according to the definition (3.53):

\[
2^{-n/2} \left\langle \mathcal{T}_c \left\{ \hat{a}_{i,+}(t_1) - \hat{a}_{i,+}(t_1) \cdots \hat{a}_{i,+}^\dagger(t_n) - \hat{a}_{i,-}^\dagger(t_n) \right\} \right\>.
\]

Multiplying this out yields \( 2^n \) path-ordered terms. Now it is crucial to note that within a path-ordered product the position of the operator with the largest time does not depend on its path index. But this means that each ordered product appears twice, though with different signs. Thus, every term cancels out.

Instead of examining the other elements at this stage, let’s continue with, in principal, the same procedure as in the MI phase and perform a Legendre transformation of \( \mathcal{F}[j, j^*] \) in Eq. (6.1). Afterwards we will see which of the cumulants we really need to calculate. The definition for the Legendre transformation is the same as before, given in Eqs. (5.3) and (5.4), but to be more economic, we work in the \( \{q, cl\}\)-basis and in Fourier space from the beginning. As the Legendre transformation now requires a lot of bookkeeping, it is convenient to write it down diagrammatically. To this end, we
modify our previous definitions from Eqs. (4.14) and (4.15). The cumulant tensors are symbolized by

\[ \omega_2 \rightarrow i \omega_1 \equiv C_i(\omega_1, \omega_2) \equiv G^{(0)}(\omega_1, \omega_2) \quad \text{and} \quad \omega_1 \rightarrow i \omega_3 \equiv C_i(\omega_1, \omega_2; \omega_3, \omega_4). \]  

(6.7)

The vector currents are depicted by

\[ i \omega \rightarrow j_1(\omega) \quad \text{and} \quad i \omega \rightarrow j_1^*(\omega). \]  

(6.8)

If we now connect currents and cumulants with a closed line, we must integrate the corresponding frequency variable divided by \(2\pi\). When two cumulants are linked by a hopping, we additionally have to put the Pauli matrix \(\sigma^1\) between the cumulants. Note that these re-definitions of the diagrams do not affect the expansion (6.1).

To do the Legendre transformation, we still must define symbols for the order fields and the inverse cumulants. We associate them with white squares and circles:

\[ \square \rightarrow i \omega = \Psi_i(\omega), \quad i \omega \rightarrow \square = \Psi_i^*(\omega). \]  

(6.9)

and

\[ \omega_2 \rightarrow i \omega_1 \equiv [C_i(\omega_1, \omega_2)]^{-1} \equiv [G^{(0)}(\omega_1, \omega_2)]^{-1}. \]  

(6.10)

If we multiply a cumulant with its inverse, we get a \(\delta\)-function in the frequencies and a Kronecker-\(\delta\) in spatial variables, i.e.:

\[ \omega_2 \rightarrow i \omega_1 \equiv \delta_{ij} \delta(\omega_1 - \omega_2). \]  

(6.11)

Note that the internal line between black and white cumulants does not represent a hopping, therefore it is not associated with the Pauli matrix \(\sigma^1\).

Diagrammatically, Eq. (5.3) reads

\[ \square \rightarrow i \omega = \delta F[j, j^*]/\delta( i \omega \rightarrow \square ). \]  

(6.12)

Such a diagrammatical derivative is performed by taking away the respective leg from all the graphs in \(\mathcal{F}\). If there are graphs without such legs, they vanish completely. For graphs with more than one of
them, the usual product rule of differentiation has to be applied. We thus we get from Eq. (6.1):

$$\omega = \frac{1}{h^2} \left\{ \sum_{i} \frac{J_{ij}}{\hbar} \omega_i + \frac{1}{2h^2} \omega \right\} + \frac{J_{ij}}{2h^2} \left[ 2 \sum_{i} \frac{J_{ij}}{2\pi \hbar} \omega_i + \frac{1}{2h^2} \omega \right],$$

(6.13)

and a similar expression for the complex conjugate. Due to the derivative, there are some cumulants fixed to the site index $i$. Of course, currents which are directly linked to these cumulants must have the same site index. The site index of cumulants which are linked to them is summed, but such a link necessarily comes along with a hopping matrix element $J_{ij}$ multiplying the whole diagram. In our case this restricts the summation to nearest neighbors.

Now Eq. (6.13) must be inverted iteratively, but now the iteration involves the hopping and the order fields. From our previous considerations in the Mott phase, we already know the solutions in the first hopping order and in second order in the fields, since we only have to insert Eq. (5.37) in the rotated and Fourier-transformed version of Eq. (5.6). In our diagrammatic notation this yields:

$$\omega = \hbar^2 \left\{ \sum_{i} \frac{J_{ij}}{\hbar^2} \omega_i - \sum_{j} \frac{J_{ij}}{2\pi \hbar} j_{\omega j} \right\},$$

(6.14)

$$\omega = \hbar^2 \left\{ \omega - \sum_{j} \frac{J_{ij}}{2\pi \hbar} j_{\omega j} \right\}.$$

(6.15)

Here we have used a dotted line in order to mark the legs originally coming from a hopping process. They have to be distinguished from the others because of the $\sigma^1$ matrix which is multiplied by them.

Now we multiply Eq. (6.13) with $\omega^{\dagger}$ and insert Eqs. (6.14) and (6.15). We throw away all diagrams with a prefactor $J^2$ and are already at the end of the iteration, because any further step would give only terms which are of higher than fourth order in the fields. We now have

$$\left\{ \sum_{i} \frac{J_{ij}}{\hbar^2} \omega_i - \sum_{j} \frac{J_{ij}}{2\pi \hbar} j_{\omega j} \right\},$$

(6.16)

$$\hbar^2 \left\{ \sum_{i} \frac{J_{ij}}{\hbar^2} \omega_i - \sum_{j} \frac{J_{ij}}{2\pi \hbar} j_{\omega j} \right\}.$$

A similar expression exists for the complex conjugate of the order field. When we insert this into the equation for the effective action given by (5.4), we at first get a lot of diagrams. Of course, all diagrams with more than four order fields or of higher than linear hopping order are not taken into account.
We find that the diagrams with four legs and one hopping cancel. Thus the final result becomes very compact. Not surprisingly, it only contains the one-particle-irreducible diagrams:

\[
\Gamma^{(4,1)} = -\hbar^2 \left\{ \begin{array}{c}
\begin{array}{c}
\square \longrightarrow \square \quad - \frac{J}{2\pi \hbar} \square \quad \longrightarrow \cdots \longrightarrow \square
\end{array}
\end{array}
- \frac{\hbar^2}{4} \begin{array}{c}
\begin{array}{c}
\square \longrightarrow \cdots \longrightarrow \square
\end{array}
\end{array} \right\}. \tag{6.17}
\]

Now we can replace the diagrams by its analytical analogues:

\[
\Gamma^{(4,1)}[\Psi, \Psi^*] = -\hbar^2 \left\{ \sum_{i,j} \int_{-\infty}^{\infty} \frac{d\omega_1}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega_3}{2\pi} \left[ \left( \Psi_i^*(\omega_1) \left[ G_{ii}(0)(\omega_1) \right] \right)^{-1} \Psi_j(\omega_3) - \frac{J_{ij}}{\hbar} \Psi_i^*(\omega_1) \sigma^j \Psi_i(\omega_3) \right] \right. \\
\times \left. \frac{1}{2\pi} \delta(\omega_1 - \omega_3) - \frac{\hbar^2}{4} \int_{-\infty}^{\infty} \frac{d\omega_2}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega_1}{2\pi} \Psi_i^*(\omega_1) \left[ G_{ii}(0)(\omega_1) \right]^{-1} \Psi_i^*(\omega_2) \left[ G_{ii}(0)(\omega_2) \right]^{-1} \right. \\
\times \left[ C^i(\omega_1, \omega_2; \omega_3, \omega_4) \left[ G_{ii}(0)(\omega_3) \right]^{-1} \Psi_i(\omega_3) \left[ G_{ii}(0)(\omega_4) \right]^{-1} \Psi_i(\omega_4) \right] \right\}. \tag{6.18}
\]

### 6.2 Equations of Motion

Like before in the MI phase, we are especially interested in the equations of motion, which we get by taking the functional derivatives of \(\Gamma^{(4,1)}[\Psi, \Psi^*]\) from Eq. (6.18) with respect to the order fields. Again we choose the trivial solution for the quantum components of the order fields, \(\Psi_q = \Psi_q^* = 0\), because we always want the backward fields having the same value as the forward ones. With this, the following two equations of motion are solved for arbitrary \(\Psi_{cl}\) and \(\Psi_{cl}^*\):

\[
\frac{\delta \Gamma}{\delta \Psi_{cl}(\omega)} = 0, \tag{6.19}
\]

\[
\frac{\delta \Gamma}{\delta \Psi_{cl}^*(\omega)} = 0. \tag{6.20}
\]

In these derivatives, the only terms which do not include any quantum fields are the ones which contain the vanishing "all q"-cumulant. These terms, however, are zero because of the vanishing of this cumulant. Taking the derivatives with respect to a quantum component field yields another two equations of motion, which remain non-trivial under the condition \(\Psi_q = \Psi_q^* = 0\):

\[
\frac{\delta \Gamma[\Psi, \Psi^*]}{\delta \Psi_{cl}(\omega)} = \frac{\hbar^2}{2\pi^3} \sum_j \left\{ \Psi_{cl}(\omega) \left( \frac{1}{g_A(\omega)} - J_{ij} \right) - \frac{\hbar^2}{4} \int_{-\infty}^{\infty} d\omega_1 \int_{-\infty}^{\infty} d\omega_2 \int_{-\infty}^{\infty} d\omega_3 \right. \\
\left. \left[ C^i_{cl,\omega_1,\omega_2,\omega_3,\omega_4} + C^i_{cl,\omega_1,\omega_2,\omega_3,\omega_4} \right] \right\} = 0. \tag{6.21}
\]

\[
\frac{\delta \Gamma[\Psi, \Psi^*]}{\delta \Psi_{cl}^*(\omega)} = \frac{\hbar^2}{2\pi^3} \sum_j \left\{ \Psi_{cl}^*(\omega) \left( \frac{1}{g_{R}(\omega)} - J_{ij} \right) - \frac{\hbar^2}{4} \int_{-\infty}^{\infty} d\omega_2 \int_{-\infty}^{\infty} d\omega_3 \int_{-\infty}^{\infty} d\omega_4 \right. \\
\left. \left[ C^i_{cl,\omega_1,\omega_2,\omega_3,\omega_4} + C^i_{cl,\omega_1,\omega_2,\omega_3,\omega_4} \right] \right\} = 0. \tag{6.22}
\]
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Thus, only four of the fifteen non-vanishing elements in \( J^4 \) determine the dynamics of the system as long as we assume the quantum component to be zero. These four cumulants \( jC_{q,q}^{cl}, jC_{q,q}^{q,q}, jC_{q,q}^{q,q}, JC_{q,q}^{q,q} \) require a closer examination.

6.2.1 The \( \{q,q,q,q\} \) Cumulants

To simplify the notation, we will drop the site index of both the cumulants and the operators in this subsection.

- We first take a look at the relation of these cumulants to the Green’s functions. According to Eq. (4.13), the decompositions are given by \( C_{q,q}^{cl,q} = G_{q,q}^{cl,q} - iC_{q,q}^{cl,q}G_{q,q} - iG_{q,q}^{cl,q}G_{q,q}^{cl,q} \). Both products of 2-point functions involve a \( \{q,q\} \) Green’s function and therefore vanish. Thus any \( \{q,q,q,q\} \) cumulant is identical to its corresponding Green’s function. We have

\[
C_{q,q}^{cl,q}(t_1, t_2; t_3, t_4) = -i\langle \hat{T}_C \{ \hat{a}_q(t_1)\hat{a}_q(t_2)\hat{a}_q^\dagger(t_3)\hat{a}_q^\dagger(t_4) \} \rangle_0, \tag{6.23}
\]

\[
C_{q,q}^{q,q}(t_1, t_2; t_3, t_4) = -i\langle \hat{T}_C \{ \hat{a}_q(t_1)\hat{a}_q(t_2)\hat{a}_q^\dagger(t_3)\hat{a}_q^\dagger(t_4) \} \rangle_0, \tag{6.24}
\]

\[
C_{q,q}^{q,q}(t_1, t_2; t_3, t_4) = -i\langle \hat{T}_C \{ \hat{a}_q(t_1)\hat{a}_q(t_2)\hat{a}_q^\dagger(t_3)\hat{a}_q^\dagger(t_4) \} \rangle_0, \tag{6.25}
\]

\[
C_{q,q}^{q,q}(t_1, t_2; t_3, t_4) = -i\langle \hat{T}_C \{ \hat{a}_q(t_1)\hat{a}_q(t_2)\hat{a}_q^\dagger(t_3)\hat{a}_q^\dagger(t_4) \} \rangle_0. \tag{6.26}
\]

- Second we note a quite obvious symmetry concerning the interchange of variables: We can change the time variables of two annihilation operators or of two creation operators if we change as well their indices \( \{q,q\} \). Note that, in general, we cannot do that with one annihilation and one creation operator. As a consequence of this we have

\[
C_{q,q}^{cl,q}(t_1, t_2; t_3, t_4) = C_{q,q}^{q,q}(t_2, t_1; t_3, t_4), \tag{6.27}
\]

\[
C_{q,q}^{q,q}(t_1, t_2; t_3, t_4) = C_{q,q}^{q,q}(t_1, t_2; t_4, t_3). \tag{6.28}
\]

This relation also holds in frequency space as can easily be seen by applying a Fourier transformation on these equations. Therefore the number of different cumulants in the equations of motion is reduced from four to two. Thus, in both equations (6.21) and (6.22), we can simply sum the cumulants:

\[
C_{q,q}^{cl,q}(\omega_1, \omega_2; \omega_3, 0) + C_{q,q}^{cl,q}(\omega_1, \omega_2; \omega, 0) = 2C_{q,q}^{cl,q}(\omega_1, \omega_2; \omega_3, 0), \tag{6.29}
\]

\[
C_{q,q}^{cl,q}(\omega, \omega_2; \omega_3, 0) + C_{q,q}^{cl,q}(\omega, \omega_2; \omega, 0) = 2C_{q,q}^{cl,q}(\omega, \omega_2; \omega_3, 0). \tag{6.30}
\]

- Finally we will show how these remaining two cumulants are related to each other by means of a complex conjugation. That there exists such a relation, is already obvious from the definitions (6.23)–(6.26), but we will show this explicitly via a long but helpful calculation.
To this end we introduce the short-hand notation \( [\hat{a}_+ \pm \hat{a}_-](t_1) = \hat{a}_+(t_1) \pm \hat{a}_-(t_1) \) and use the definition from Eq. (3.53):

\[
C^{\text{cl},q}_{q,q}(t_1, t_2; t_3, t_4) = \frac{-i}{4} \left\{ \hat{T}_c \left\{ [\hat{a}_+ + \hat{a}_-](t_1) [\hat{a}_+ - \hat{a}_-](t_2) [\hat{a}_+ - \hat{a}_-]^\dagger(t_3) [\hat{a}_+ - \hat{a}_-]^\dagger(t_4) \right\} \right\}_0 = 
\frac{-i}{4} \left\{ \hat{T}_c \left\{ [\hat{a}_+ - \hat{a}_- + 2\hat{a}_-](t_1) [\hat{a}_+ - \hat{a}_-](t_2) [\hat{a}_+ - \hat{a}_-]^\dagger(t_3) [\hat{a}_+ - \hat{a}_-]^\dagger(t_4) \right\} \right\}_0 = 
\frac{-i}{2} \left\{ \hat{T}_c \left\{ [\hat{a}_-](t_1) [\hat{a}_+ - \hat{a}_-](t_2) [\hat{a}_+ - \hat{a}_-]^\dagger(t_3) [\hat{a}_+ - \hat{a}_-]^\dagger(t_4) \right\} \right\}_0 .
\] (6.31)

For the last equality we have to split the expectation value of the second line into a sum of two expectation values and recognize that one of them vanishes, since it contains operators \( \hat{a}_+ - \hat{a}_- \sim \hat{a}_q \) only.

Now we must show the important relation

\[
\left\langle \hat{T}_c \left\{ [\hat{a}_-](t_1) [\hat{a}_+ - \hat{a}_-](t_2) [\hat{a}_+ - \hat{a}_-]^\dagger(t_3) [\hat{a}_+ - \hat{a}_-]^\dagger(t_4) \right\} \right\}_0 = 0 \quad \text{if} \quad t_1 \text{ is not the largest time.} \tag{6.32}
\]

The proof of this is based on the same arguments as for the vanishing of the \( \{q,q,q,q\} \) cumulants given in Section 6.1. We must remember that the path order does not depend on the path index of the operator with the largest time. Since in Eq. (6.32) the operators at \( t_2, t_3, t_4 \) appear twice with different signs, all ordered products cancel if one of those times was the largest.

Note furthermore the symmetry in \( t_3 \leftrightarrow t_4 \). This allows to consider only three different time-orders \( \theta(t_1 - t_2)\theta(t_2 - t_3)\theta(t_3 - t_4) \), \( \theta(t_1 - t_3)\theta(t_3 - t_2)\theta(t_2 - t_4) \), and \( \theta(t_1 - t_4)\theta(t_3 - t_2)\theta(t_2 - t_4) \). Time-orders with \( t_4 > t_3 \) can directly be read from the ones given here by re-symmetrizing the result. We will denote this symmetrization by \( \{ \}_{t_3 \leftrightarrow t_4} \). This saves space and reduces the computational task.

For a calculation of the expectation value in Eq. (6.32), we multiply out all the products yielding eight path-ordered terms. Then we consider each of the three relevant time-orders making use of Heaviside step functions \( \theta(t - t') \). We then find for each time-order that the eight products can be expressed by a triple commutator. We therefore have:

\[
C^{\text{cl},q}_{q,q}(t_1, t_2; t_3, t_4) = \frac{-i}{2} \left\{ \theta(t_1 - t_2)\theta(t_2 - t_3)\theta(t_3 - t_4) \left\langle \left[ \left[ \hat{a}(t_1), \hat{a}(t_2), \hat{a}(t_3), \hat{a}(t_4) \right] \right] \right\}_0 \right\}
+ \theta(t_1 - t_3)\theta(t_3 - t_2)\theta(t_2 - t_4) \left\langle \left[ \left[ \hat{a}(t_1), \hat{a}(t_3), \hat{a}(t_2), \hat{a}(t_4) \right] \right] \right\}_0 
+ \theta(t_1 - t_4)\theta(t_3 - t_4)\theta(t_4 - t_2) \left\langle \left[ \left[ \hat{a}(t_1), \hat{a}(t_3), \hat{a}(t_4), \hat{a}(t_2) \right] \right] \right\}_0 .
\] (6.33)

We note that this is almost identical to the usual definition of retarded \( n \)-point functions \cite{55}. For convenience we introduce a factor 2 and define:

\[
2C^{\text{cl},q}_{q,q}(t_1, t_2; t_3, t_4) \equiv C^R(t_1, t_2; t_3, t_4).
\] (6.34)
The other cumulant can be brought analogously to a similar form

\[
C_{q,q}^{cl}(t_1, t_2; t_3, t_4) = \frac{-i}{2} \left\{ \theta(t_4 - t_1) \theta(t_1 - t_3) \theta(t_3 - t_2) \left\langle \left[ \hat{a}^\dagger(t_4), \hat{a}(t_1) \right], \hat{a}^\dagger(t_3), \hat{a}(t_2) \right\rangle_0 + \theta(t_4 - t_3) \theta(t_3 - t_1) \theta(t_1 - t_2) \left\langle \left[ \hat{a}^\dagger(t_4), \hat{a}^\dagger(t_3) \right], \hat{a}(t_1), \hat{a}(t_2) \right\rangle_0 + \theta(t_4 - t_1) \theta(t_1 - t_2) \theta(t_2 - t_3) \left\langle \left[ \hat{a}^\dagger(t_4), \hat{a}(t_1) \right], \hat{a}(t_2), \hat{a}^\dagger(t_3) \right\rangle_0 \right\}_{t_1 \rightarrow t_2}.
\]

Coming back to the relation between this cumulant and the the cumulant from Eq. (6.33), we must recognize that \((\hat{A} \hat{B})^\dagger = \hat{B}^\dagger \hat{A}^\dagger\). Thus a complex conjugation acting on a commutator yields a minus sign, \([\hat{A}, \hat{B}] = -[\hat{A}^\dagger,\hat{B}^\dagger]\). Because of the factor \(-i\) in Eq. (6.35) its complex conjugate will maintain the same sign. Therefore the only effect of a complex conjugation is an interchange of annihilation and creation operators. If we then change in addition the time variables \(t_1 \leftrightarrow t_4, t_2 \leftrightarrow t_3\), we get back to the same expression as in Eq. (6.33). Therefore we have

\[
\left( C_{q,q}^{cl}(t_4, t_3; t_2, t_1) \right)^* = C_{q,q}^{cl}(t_1, t_2; t_3, t_4).
\]

Note that a similar relation holds for the 2-point functions. There we have

\[
G^R(t_1, t_2) = (G^A(t_2, t_1))^*.
\]

In analogy we will call \(2C_{q,q}^{cl}(t_1, t_2; t_3, t_4) = C^A(t_1, t_2; t_3, t_4)\) the advanced 4-point cumulant. What has to be done next, is to take either the retarded or the advanced function and calculate it. We are especially interested in its Fourier transform. This is a straightforward task very similar to the calculation for the 2-point function, but many different combinations have to be considered. Due to the length of this calculation, we put it into the appendix.

### 6.2.2 Equilibrium Configuration

Let’s now come back to the equations of motion (6.21) and (6.22). Using the definition of the Fourier transformation into \(k\)-space from Eq. (6.41), the summation over the site index can be eliminated from them. If we still make the equilibrium ansatz of a time-independent, homogeneous order field, i.e. \(\Psi_{k,cl}(\omega) = \Psi_{eq} \delta_{k,0} \delta(\omega)\), so that the \(\omega\)-integrals become trivial. We have

\[
2\pi \Psi_{eq}^* \left( \frac{1}{g_A(0)} - \frac{J_0}{\hbar} \right) - \left[ C_{q,q}^{cl}(0, 0; 0, 0) + C_{q,q}^{eq}(0, 0; 0, 0) \right] \frac{\hbar^2 \Psi_{eq}^* \Psi_{eq} \Psi_{eq}}{4g_A(0)g_A(0)g_R(0)g_A(0)} \equiv 0,
\]

\[
2\pi \Psi_{eq} \left( \frac{1}{g_R(0)} - \frac{J_0}{\hbar} \right) - \left[ C_{q,q}^{eq}(0, 0; 0, 0) + C_{q,q}^{cl}(0, 0; 0, 0) \right] \frac{\hbar^2 \Psi_{eq}^* \Psi_{eq} \Psi_{eq}}{4g_R(0)g_A(0)g_R(0)g_R(0)} \equiv 0.
\]

From these equations, the equilibrium values of the order field \(\Psi_{eq}\) can be read off:

\[
\hbar^2 |\Psi_{eq}|^2 = 2\pi \frac{4g_A(0)g_A(0)g_R(0)g_A(0)}{C_{q,q}^{cl}(0, 0; 0, 0) + C_{q,q}^{eq}(0, 0; 0, 0)} \left( \frac{1}{g_A(0)} - \frac{J_0}{\hbar} \right).
\]
6 Effective Action in the SF Phase

We note that all Green’s functions become real in the limit $\omega \to 0$, which makes the right side of Eq. (6.40) real too, as it must be. The phase $\phi$ of the equilibrium order field can be chosen arbitrarily, so we set it to zero without loss of generality. Then the solution of the four equations of motion (6.19)–(6.22) in the stationary case reads:

$$\Psi_{k,eq}(\omega) = \begin{pmatrix} \Psi_{eq} \\ 0 \end{pmatrix} \delta(\omega)\delta_{k,0} \quad \text{and} \quad \Psi^*_{k,eq}(\omega) = (\Psi_{eq}, 0) \delta(\omega)\delta_{k,0}. \quad (6.41)$$

It should be mentioned that in our basis, $h\Psi_{cl}$ is not the expectation value $\langle \hat{a} \rangle$, but $(1/\sqrt{2})\langle \hat{a}_+ + \hat{a}_- \rangle = \sqrt{2}\langle \hat{a} \rangle$.

6.2.3 Linearization of Equation of Motion

In the previous section we have found time-independent order fields in Eq. (6.41), which solve the equations of motion (6.19)–(6.22). But as one main goal is the description of the dynamics of the order parameter, we have to consider time-dependent solutions as well. The problem, however, is the fact that $\Gamma$ from Eq. (6.18) contains non-local terms. The non-locality in space is associated with the $\Psi^2$ terms only. Given a homogeneous system, it can be handled by a Fourier transformation into the wave vector space. The non-locality in time, however, also concerns the $\Psi^4$ term, such that even in frequency space, three non-trivial integrals remain. One thing that helps us out, is a linearization of the equations of motion by assuming a configuration near equilibrium and Taylor expanding the effective action around this equilibrium position. Up to second order, all terms will then be local in Fourier space.

To do that expansion, we first refer to the normalization condition (5.13): Due to the vanishing of the “all $q$” components of the Green’s functions, the whole effective action $\Gamma$ vanishes, if the quantum fields are zero. Thus we have no zeroth order term. Furthermore, all first-order derivatives of $\Gamma$ with respect to the fields evaluated at $\Psi_{eq}$ vanish according to Eqs. (6.38) and (6.39). So the only terms that we have to consider are the second derivatives. With the definitions $\Psi_{cl}(\omega) \equiv \Psi_{cl}(\omega) - \Psi_{eq}$ and $\Psi_{q}(\omega) \equiv \Psi_{q}(\omega)$, the effective action reads

$$\Gamma[\Psi_{q}, \Psi^*_q, \Psi_{cl}, \Psi^*_cl] \approx \frac{1}{2} \sum_{ij} \int_{-\infty}^{\infty} d\omega_1 \int_{-\infty}^{\infty} d\omega_2 \left\{ \begin{array}{c}
\frac{\delta^2 \Gamma}{\delta \Psi^*_{i,cl}(\omega_1) \delta \Psi_{j,cl}(\omega_2)} \left| \Psi^*_{j,q}(\omega_2) \Psi_{i,cl}(\omega_1) + \frac{\delta^2 \Gamma}{\delta \Psi^*_{i,cl}(\omega_1) \delta \Psi_{j,q}(\omega_2)} \right| \Psi_{j,q}(\omega_2) \Psi^*_{i,cl}(\omega_1) \\
2 \frac{\delta^2 \Gamma}{\delta \Psi^*_{i,q}(\omega_1) \delta \Psi_{j,q}(\omega_2)} \left| \Psi^*_{j,q}(\omega_2) \Psi_{i,q}(\omega_1) + 2 \frac{\delta^2 \Gamma}{\delta \Psi^*_{i,q}(\omega_1) \delta \Psi_{j,q}(\omega_2)} \right| \Psi^*_{j,q}(\omega_2) \Psi_{i,q}(\omega_1) \\
2 \frac{\delta^2 \Gamma}{\delta \Psi^*_{i,q}(\omega_1) \delta \Psi_{j,cl}(\omega_2)} \left| \Psi^*_{j,q}(\omega_2) \Psi_{i,cl}(\omega_1) + 2 \frac{\delta^2 \Gamma}{\delta \Psi^*_{i,q}(\omega_1) \delta \Psi_{j,cl}(\omega_2)} \right| \Psi_{j,q}(\omega_2) \Psi^*_{i,cl}(\omega_1) \\
\end{array} \right\}. \quad (6.42)$$
\[ 6.2 \text{ Equations of Motion} \]

\[ + 2 \frac{\delta^2 \Gamma}{\delta \Psi_{i,c}^{*}(\omega_1) \delta \Psi_{j,c}^{*}(\omega_2)} \mid_{\text{eq}} \Psi_{j,c}^{*}(\omega_2) \Psi_{i,c}(\omega_1) + 2 \frac{\delta^2 \Gamma}{\delta \Psi_{i,c}^{*}(\omega_1) \delta \Psi_{j,c}^{*}(\omega_2)} \mid_{\text{eq}} \Psi_{j,c}^{*}(\omega_2) \Psi_{i,c}(\omega_1) \} \].

(6.42)

The last six terms appear twice, as we have assumed the symmetry \( i \leftrightarrow j \) of a homogeneous system in order to save writing space. Actually, this assumption is no restriction here, because we have written down these six terms only for completeness. The last three terms, however, vanish as a consequence of Eq. (5.13) and the other three terms are quadratic in quantum component fields. So when we derive the equations of motion from the expanded effective action in Eq. (6.42) and insert \( \Psi_q = \Psi_q^{*} = 0 \), also these terms do not contribute.

The remaining four terms are calculated straightforwardly. The first term reads

\[ \frac{\delta^2 \Gamma}{\delta \Psi_{i,c}^{*}(\omega_1) \delta \Psi_{j,q}(\omega_2)} \mid_{\text{eq}} = \frac{\hbar^2}{(2\pi)^4} \left[ \frac{1}{g_R(\omega_1)} \delta_{ij} - \frac{J_{ij}}{\hbar} \right] 2\pi \delta(\omega_1 - \omega_2) \]

(6.43)

\[ - \frac{\hbar^2}{2} |\Psi_{\text{eq}}|^{2} \delta_{ij} C^{R,0}(\omega_2, 0; 0, \omega_1) \frac{g_{\text{eq}}}{g_R(0) g_R(0) g_R(\omega_1) g_{\text{eq}}(\omega_2)}. \]

Note that \( C^{R}(\omega_2, 0; 0, \omega_1) \) includes a function \( \delta(\omega_1 - \omega_2) \) as well. The second term with the derivative \( \frac{\delta^2 \Gamma}{\delta \Psi_{i,c}^{*}(\omega_1) \delta \Psi_{j,q}(\omega_2)} \mid_{\text{eq}} \) is the complex conjugate of Eq. (6.43), therefore we only have to interchange the advanced functions with the retarded ones. Still the derivative \( \frac{\delta^2 \Gamma}{\delta \Psi_{i,c}^{*}(\omega_1) \delta \Psi_{j,q}(\omega_2)} \mid_{\text{eq}} \) and its complex conjugate must be calculated. Thus, we have

\[ \frac{\delta^2 \Gamma}{\delta \Psi_{i,c}^{*}(\omega_1) \delta \Psi_{j,q}(\omega_2)} \mid_{\text{eq}} = - \frac{\hbar^4}{4(2\pi)^4} |\Psi_{\text{eq}}|^{2} \left[ \frac{\delta_{ij} C^{R}(\omega_1, \omega_2; 0, 0)}{g_R(0) g_R(0) g_R(\omega_1) g_{\text{eq}}(\omega_2)} \right]. \]

(6.44)

and its complex conjugated expression.

Now it is important to note that \( C^{R}(\omega_1, \omega_2; 0, 0) \sim \delta(\omega_1 + \omega_2) \) in contrast to \( C^{R}(\omega_2, 0; 0, \omega_1) \sim \delta(\omega_1 - \omega_2) \). The kernel of our Taylor expanded effective action from Eq. (6.42) therefore depends on one frequency variable only, but at some places this variable appears with a reversed sign. We must be careful with this sign, since neither the 2-point functions nor the 4-point functions are symmetric under a change of sign, i.e. \( C^{R}(\omega, 0; 0, \omega) \neq C^{R}(\omega, 0; 0, \omega) \). Nevertheless, we have \( C^{R}(\omega, -\omega; 0, 0) = C^{R}(-\omega, \omega; 0, 0) \) according to Eq. (5.27).

Transforming the spatial variables into \( k \)-space according to Eq. (5.14) yields a Kronecker-\( \delta \) for translational invariant systems. Therefore the double sum \( \sum_{ij} \) reduces to a single on \( \sum_{k} \). Similarly, the \( \delta(\omega_1 \pm \omega_2) \)-functions reduces the number of integrals from two to one. We can therefore write

\[ \Gamma[\Psi_{q}, \Psi_{q}^{*}, \Psi_{c}, \Psi_{c}^{*}] = \frac{1}{2} \sum_{k} \int_{-\infty}^{\infty} d\omega \left\{ \delta^2 \Gamma \mid_{\text{eq}} \frac{\delta^2 \Gamma}{\delta \Psi_{k,c}(\omega) \delta \Psi_{k,c}^{*}(\omega)} \mid_{\text{eq}} \Psi_{k,q}^{*}(\omega) \Psi_{k,c}(\omega) \right\} 
\]

(6.45)
The remaining sum and integral are removed when taking the functional derivative. Then the two non-trivial equations of motion (6.21) and (6.22), which are integral equations, now appear as simple algebraic equations. Writing $\Psi_{k,\text{cl}} \equiv \Psi$ and inserting Eqs. (6.43) and (6.44), we have

$$0 \equiv \frac{\delta \Gamma}{\delta \Psi_{q}^{(i)}(\omega)} = \frac{1}{2} \left\{ \frac{\delta^{2} \Gamma}{\delta \Psi_{k,\text{cl}}^{(i)}(\omega) \delta \Psi_{k,\text{cl}}^{(i)}(0)} \right|_{\text{eq}} \Psi_{k,\text{cl}}^{(i)}(\omega) + \frac{\delta^{2} \Gamma}{\delta \Psi_{k,\text{cl}}^{(i)}(\omega) \delta \Psi_{k,\text{cl}}^{(i)}(-\omega)} \right|_{\text{eq}} \Psi_{k,\text{cl}}^{(i)}(-\omega) \right\}$$

$$= \frac{\hbar^{2}}{2(2\pi)^{3}} \left\{ \int \frac{1}{g_{A}(\omega)} - \frac{J_{k}}{\hbar} - \frac{h^{2}}{2} |\Psi_{\text{eq}}|^{2} C^{A}(\omega, 0; 0, \omega) \right|_{\text{eq}} \Psi^{*}(\omega)$$

$$- \left[ \frac{h^{2}}{4} |\Psi_{\text{eq}}|^{2} C^{A}(0, 0; -\omega, \omega) \right|_{\text{eq}} \Psi^{*}(\omega) \right\}, \quad (6.46)$$

and

$$0 \equiv \frac{\delta \Gamma}{\delta \Psi_{q}^{(i)}(\omega)} = \frac{1}{2} \left\{ \frac{\delta^{2} \Gamma}{\delta \Psi_{k,\text{cl}}^{(i)}(\omega) \delta \Psi_{k,\text{cl}}^{(i)}(0)} \right|_{\text{eq}} \Psi_{k,\text{cl}}^{(i)}(\omega) + \frac{\delta^{2} \Gamma}{\delta \Psi_{k,\text{cl}}^{(i)}(\omega) \delta \Psi_{k,\text{cl}}^{(i)}(-\omega)} \right|_{\text{eq}} \Psi_{k,\text{cl}}^{(i)}(-\omega) \right\}$$

$$= \frac{\hbar^{2}}{2(2\pi)^{3}} \left\{ \int \frac{1}{g_{R}(\omega)} - \frac{J_{k}}{\hbar} - \frac{h^{2}}{2} |\Psi_{\text{eq}}|^{2} C^{R}(\omega, 0; 0, \omega) \right|_{\text{eq}} \Psi^{*}(\omega)$$

$$- \left[ \frac{h^{2}}{4} |\Psi_{\text{eq}}|^{2} C^{R}(0, 0; -\omega, \omega) \right|_{\text{eq}} \Psi^{*}(\omega) \right\}. \quad (6.47)$$

With (6.36) we can check that one equation is the complex conjugate of the other. We will deal with the solution of these equations in the next chapter. For a compact reference to them, we introduce the following shorthand notations:

$$A(\omega, k) \Psi_{k}^{*}(\omega) + B(\omega, k) \Psi_{k}(-\omega) = 0, \quad (6.48)$$

$$A^{*}(\omega, k) \Psi_{k}(\omega) + B^{*}(\omega, k) \Psi_{k}^{*}(-\omega) = 0, \quad (6.49)$$

where $A, B$ and its conjugates represent the different functional derivatives in Eqs. (6.46) and (6.47).

### 6.2.4 Superfluid Resummed Green’s Function

With the linearization from the subsection above, we can find a 2-point function, which describes the correlations near equilibrium in the symmetry-broken phase. This function will be the superfluid analog of the resummed retarded function in the MI phase given by the inverse of Eq. (5.39). We will show that this superfluid retarded/advanced 2-point function can be completely constructed by the same terms $A, A^{*}, B$ and $B^{*}$, which appear in Eqs. (6.48) and (6.49). Therefore, we need to know how to derive the retarded/advanced 2-point function from our generating functionals.

We begin with the functional $\mathcal{F}[j, j^{*}]$ defined in Eq. (3.59). However, we should not argue with the expansion from Eq. (4.35), where the relation between $\mathcal{F}$ and the retarded/advanced Green’s functions is obvious, since this expansion is valid only for a system without broken symmetry. Then expectation values like $\langle \Psi_{\text{cl}} \rangle$ which in principle may contribute to the Green’s function are zero. Instead, we will stay more general and consider the source term specified in Eq. (4.5). There we still had worked in the
±-basis. Making use of the rotation matrix $Q$ defined in Eq. (3.51), we transform it into the $c_l q_i$-basis:

$$j_{i,+} \hat{a}_{i,+}^\dagger - j_{i,-} \hat{a}_{i,-}^\dagger = \begin{pmatrix} j_{i,+} & -j_{i,-} \end{pmatrix} Q \begin{pmatrix} \hat{a}_{i,+}^\dagger & \hat{a}_{i,-}^\dagger \end{pmatrix} Q^* ,$$

$$= \begin{pmatrix} \hat{a}_{i,+}^\dagger & \hat{a}_{i,-}^\dagger \end{pmatrix} \begin{pmatrix} j_{i,q} & j_{i,cl} \end{pmatrix} = j_{i,q} \hat{a}_{i,q}^\dagger + j_{i,cl} \hat{a}_{i,cl}^\dagger. \tag{6.50}$$

Here the index $i$ should be interpreted as a set of variables, including site index and time. Thus with a sum over this index, we denote at the same time a sum over the discrete variables and an integral over the continuous ones. Now we need the following relation:

$$\langle \hat{T}_c (\hat{a}_{i,q} \hat{a}_{j,q}^\dagger) \rangle = \langle \hat{T} (\hat{a}_{i,+} \hat{a}_{j,+}^\dagger) + \hat{T} (\hat{a}_{i,-} \hat{a}_{j,-}^\dagger) - \hat{a}_{i,-} \hat{a}_{j,+}^\dagger - \hat{a}_{i,+} \hat{a}_{j,-}^\dagger \rangle = G^{R}_{ij}. \tag{6.51}$$

The last equality is found by making use of the Heaviside step function. It can be used in order to substitute $\hat{T}$ and $\hat{T}$. Then it is easy to see that this is exactly the definition of the retarded Green’s function given in Eq. (3.54). Similarly, we have $\langle \hat{T}_c (\hat{a}_{i,cl} \hat{a}_{j,q}^\dagger) \rangle = G^{A}_{ij}$. From this we can see that

$$\frac{\delta^2 F[j,j^*]}{\delta j_{i,q}^* \delta j_{j,cl}} \bigg|_{j=j^*=0} = G^{A}_{ij} \quad \text{and} \quad \frac{\delta^2 F[j,j^*]}{\delta j_{i,cl}^* \delta j_{j,q}} \bigg|_{j=j^*=0} = G^{R}_{ij}. \tag{6.52}$$

We stress that these equations hold as long as $\langle \Psi_q \rangle = 0$, since the derivatives decompose into vanishing products $\langle \hat{a}_{i,q} \rangle / \langle \hat{a}_{j,q} \rangle$. If we had to take derivatives with respect to two quantum sources, however, we still would get a decomposition term to Eq. (6.52). For the retarded/advanced Green’s functions, however, this is not the case.

Now we have to find out how the second derivative of $F[j,j^*]$ is related to the effective action $\Gamma[\Psi, \Psi^*]$. Making use of the product rule for functional derivatives, we find the following identity

$$\delta_{ij} = \frac{\delta j_{i,q}}{\delta j_{j,q}} = \sum_k \left( \frac{\delta j_{i,q}}{\delta \Psi_{k,q}} \frac{\delta \Psi_{k,q}}{\delta j_{j,q}} + \frac{\delta j_{i,q}}{\delta \Psi_{k,cl}} \frac{\delta \Psi_{k,cl}}{\delta j_{j,q}} + \frac{\delta j_{i,q}}{\delta \Psi_{k,q}} \frac{\delta \Psi_{k,q}^*}{\delta j_{j,q}} + \frac{\delta j_{i,q}}{\delta \Psi_{k,cl}} \frac{\delta \Psi_{k,cl}^*}{\delta j_{j,q}} \right). \tag{6.53}$$

With the definition of the Legendre transform in (5.3), we can express $\Psi$ as the derivative of $F$ with respect to $j^*$. In our basis, one must note that the derivative with respect to the quantum component of the currents brings down the classical component of the corresponding operator. Therefore we have, e.g.,

$$\Psi_{i,cl} = \frac{\delta F}{\delta j_{i,q}^*}. \tag{6.54}$$

From (5.4), the inverse relations can be found:

$$j_{i,cl} = \frac{\delta \Gamma}{\delta \Psi_{i,q}^*}. \tag{6.55}$$
Inserting this in Eq. (6.53) yields

\[
\delta_{ij} = \sum_k \left( \frac{\delta^2 \Gamma}{\delta \Psi_{k,q} \delta \Psi^*_{i,c,l}} \frac{\delta^2 \mathcal{F}}{\delta j_{j,q} \delta j^*_{k,c,l}} + \frac{\delta^2 \Gamma}{\delta \Psi_{k,c,l} \delta \Psi^*_i} \frac{\delta^2 \mathcal{F}}{\delta j_{j,q} \delta j^*_{k,c,l}} \right. \\
+ \left. \frac{\delta^2 \Gamma}{\delta \Psi^*_k \delta \Psi^*_{i,c,l}} \frac{\delta^2 \mathcal{F}}{\delta j_{j,q} \delta j^*_{k,c,l}} + \frac{\delta^2 \Gamma}{\delta \Psi^*_k \delta \Psi^*_{i,c,l}} \frac{\delta^2 \mathcal{F}}{\delta j_{j,q} \delta j^*_{k,c,l}} \right). \tag{6.56}
\]

We should note that the second and the last term vanish when evaluated at \( \Psi_q = \Psi^*_q = 0 \), as they contain derivatives of \( \Gamma \) with respect to classical components only. In order to eliminate \( \delta^2 \mathcal{F}/(\delta j_{j,q} \delta j^*_{k,c,l}) \), we perform similar manipulations on another intrinsic equation, for instance:

\[
0 = \frac{\delta j_{j,q}^*}{\delta j_{j,q}} = \sum_k \left( \frac{\delta^2 \Gamma}{\delta \Psi_{k,q} \delta \Psi^*_{i,c,l}} \frac{\delta^2 \mathcal{F}}{\delta j_{j,q} \delta j^*_{k,c,l}} + \frac{\delta^2 \Gamma}{\delta \Psi_{k,c,l} \delta \Psi^*_i} \frac{\delta^2 \mathcal{F}}{\delta j_{j,q} \delta j^*_{k,c,l}} \right). \tag{6.57}
\]

Without the sum over \( k \), we could directly inverse this equation and eliminate \( \delta^2 \mathcal{F}/(\delta j_{j,q} \delta j^*_{k,c,l}) \) from Eq. (6.56). We can get rid of this sum by the expansion which was used for the linearization of the equations of motion in the subsection above. Taking the expanded effective action from Eq. (6.45) and switching into Fourier space, Eqs. (6.56) and (6.57) appear without sum. But we have to take care with the sign of the frequencies, since the second derivatives with respect to two field or two conjugate fields imply a function \( \delta(\omega + \omega') \), while the second derivatives with respect to one field and one conjugate field implies the function \( \delta(\omega - \omega') \). Combining Eqs. (6.56) and (6.57), we can write:

\[
1 = \frac{\delta^2 \mathcal{F}}{\delta j_{j,q}(\omega) \delta j^*_{k,c,l}(\omega)} \left\{ \frac{\delta^2 \Gamma}{\delta \Psi_{k,q}(\omega) \delta \Psi^*_{k,c,l}(\omega)} - \left( \frac{\delta^2 \Gamma}{\delta \Psi^*_k(-\omega) \delta \Psi^*_{k,c,l}(-\omega)} \right)^{-1} \right\} \times \frac{\delta^2 \Gamma}{\delta \Psi_{k,q}(-\omega) \delta \Psi^*_{k,c,l}(-\omega)} \right\}. \tag{6.58}
\]

According to Eq. (6.52), the first term can be interpreted as the Fourier transform of the retarded Green’s function in the superfluid system, \( G^R_{kj}(\omega) = \sum_{ij} G_{ij}^R(\omega) \exp[-i(r_i - r_j) \cdot k] \), thus the term within the curly braces must be the inverse of it. Therefore we have

\[
G^R_{kj}(\omega) = \frac{\delta^2 \Gamma}{\delta \Psi_{k,q}(-\omega) \delta \Psi_{k,c,l}(-\omega)} \frac{\delta^2 \Gamma}{\delta \Psi_{k,q}(-\omega) \delta \Psi_{k,c,l}(-\omega)} - \frac{\delta^2 \Gamma}{\delta \Psi_{k,c,l}(\omega) \delta \Psi_{k,c,l}(\omega)} \frac{\delta^2 \Gamma}{\delta \Psi_{k,c,l}(\omega) \delta \Psi_{k,c,l}(\omega)}, \tag{6.59}
\]

and the complex conjugate expression for the retarded Green’s function.

Now we should note that the equations of motion, (6.48) and (6.49) are solved, if

\[
0 \equiv A(-\omega, k)A^*(\omega/k) - B^*(-\omega, k)B(\omega, k). \tag{6.60}
\]

This is exactly the denominator of the superfluid Green’s function (6.59), i.e. the equations of motions are solved when the retarded/advanced Green’s functions diverge.
7 Excitation Spectra

Up to now a lot of work has been done in order to derive a theory for the dynamics of bosons in optical lattices, but still we have said nothing about what is really going on in such systems. This will change in this chapter, since now we are in a position to calculate both the phase diagram and the excitation spectra. The spectra are given by a function $\omega(k)$ which relates the frequency of an excitation to its corresponding momentum. As already stated in the beginning, due to the Goldstone theorem we expect one gapless mode with $\omega(k) \sim |k|$ for small $|k|$ in the superfluid phase. This expectation will be confirmed in this chapter, when we solve the equations of motion in the superfluid phase. Comparing our spectrum with the Bogoliubov result we will find a good agreement for weak interactions, but in contrast to that theory, our equations yield also a second solution, which is gapped and quadratic in $k$. From the point of view of Bogoliubov theory, this finding is quite surprising. But if we consider the excitations in the Mott phase, such a mode seems to be necessary, since we find two kinds of MI excitations, too. Thus, again we start our calculations in the MI phase and present the SF calculations later. Of special interest is the behavior of the spectra near the phase boundary, where they are found to map onto each other. Moreover, critical exponents should quantitatively describe the system properties in this regime.

7.1 Spectra in the MI Phase

To see how things work, we first consider the easiest case, namely a system without hopping. Already this limit will give us some insight into the physics of the MI phase.

7.1.1 Zeroth Hopping Order

The MI equations of motion are given in Eq. (5.49). Setting $J = 0$ reduces the Green’s function $G^{R(1)}_{ij}$ to the unperturbed one, which is local. This leaves us with

$$\frac{1}{g_R(\omega)} \Psi_{j,cl}(\omega) = 0. \quad (7.1)$$

Using Eq. (5.20) the condition for non-trivial solutions therefore reads

$$\frac{1}{g_R(\omega)} = \sum_{n=0}^{\infty} e^{-\beta E_n} \left( \frac{\frac{n+1}{n} - \omega - i\epsilon}{\frac{n}{n} - \omega - i\epsilon} \right) = 0, \quad (7.2)$$

i.e. we must look for divergences in $g_R(\omega)$. As this is a complex function, it would be helpful to have the real part separated from the imaginary part. This is done by multiplying both denominators in
Eq. (5.20) with their complex conjugates, leading to

\[
g_R(\omega) = \frac{1}{Z^{(0)}} \sum_{n} e^{-\beta E_n} \left[ \frac{(n+1)(\Delta_{n+1} - \omega + i\epsilon)}{(\Delta_{n+1} - \omega)^2 + \epsilon^2} - \frac{n(\Delta_n - \omega + i\epsilon)}{(\Delta_n - \omega)^2 + \epsilon^2} \right] = -\frac{1}{Z^{(0)}} \sum_{n=0}^{\infty} e^{-\beta E_n} \
\times \left\{ \frac{(n+1)(\Delta_{n+1} - \omega)}{(\Delta_{n+1} - \omega)^2 + \epsilon^2} - \frac{n(\Delta_n - \omega)}{(\Delta_n - \omega)^2 + \epsilon^2} + i \left[ \frac{(n+1)e}{(\Delta_{n+1} - \omega)^2 + \epsilon^2} - \frac{ne}{(\Delta_n - \omega)^2 + \epsilon^2} \right] \right\}, \quad (7.3)
\]

where we have defined \( \Delta_n \equiv \frac{E_n - E_{n-1}}{\hbar} \). With the identity

\[
\lim_{\epsilon \to 0} \frac{\epsilon}{x^2 + \epsilon^2} = \pi \delta(x), \quad (7.4)
\]
we can take the limit \( \epsilon \to 0 \). This gives us

\[
g_R(\omega) = \frac{1}{Z^{(0)}} \sum_{n=0}^{\infty} e^{-\beta E_n} \left( \frac{n+1}{\Delta_{n+1} - \omega} - \frac{n}{\Delta_n - \omega} + i\pi \left[ (n+1)\delta(\Delta_{n+1} - \omega) - n\delta(\Delta_n - \omega) \right] \right), \quad (7.5)
\]

We observe that a diverging term appears in the real part if

\[
\omega = \Delta_n \quad \text{for any } n \in \mathbb{N}. \quad (7.6)
\]

At these frequencies \( \Delta_n \), the argument of the \( \delta \)-functions in the imaginary part becomes zero, too. Thus the imaginary part diverges as well. Therefore an order field \( \Psi_j(\omega) \) being proportional to \( \delta(\omega - \Delta_n) \) with arbitrary \( n \) solves the equation of motion. The general solution can be written as:

\[
\Psi_{j,\delta}(\omega) = \sum_{n=1}^{\infty} A_n \delta(\omega - \Delta_n). \quad (7.7)
\]

Note that this sum does not have a term with \( n = 0 \), since Eq. (7.5) does not diverge for \( \omega = \Delta_0 \). The coefficients \( A_n \) of this solution have to be chosen in accordance with the initial conditions. These coefficients still might depend on the site index and especially on temperature. We note that, although the temperature appears in the equation of motion, it influences the dynamics of the system only indirectly via the initial condition.

Going back to time space, we find

\[
\Psi_{j,\delta}(t) = \int_{-\infty}^{\infty} d\omega \sum_{n=1}^{\infty} A_n \delta(\omega - \Delta_n) e^{-i\omega t} = \sum_{n=1}^{\infty} A_n e^{-i\Delta_n t}. \quad (7.8)
\]

Thus, the dynamics of the classical component of the order field consists of oscillations with the frequencies \( \Delta_n \). They correspond to the energies for changing the number of particles on a site by one.

We should note that the information about the excitation frequencies is contained in the real part as well as in the imaginary part of the retarded Green’s function. This will help us a lot later in the calculation of the SF spectra. To see what kind of information is encoded in the retarded/advanced
Green’s functions, we consider the following spectral representation [66]:

\[
G^{R/A}(\omega) = \int_{-\infty}^{\infty} d\omega' \rho(\omega') \left( \frac{\mathcal{P}}{\omega - \omega'} \pm i\pi \delta(\omega - \omega') \right),
\]

(7.9)

where \( \mathcal{P} \) denotes the principal value of the integration across the singularity and \( \rho(\omega) \) denotes the spectral function. This function does not only contain the excitation frequencies, but also information about their spectral weights, i.e., about how much of the total excitation energy is stored in each excitation. The spectral function obeys the so-called sum rule [66]:

\[
\int_{-\infty}^{\infty} d\omega \rho(\omega) = 1.
\]

(7.10)

From the spectral representation in Eq. (7.9), we can further see that \( \rho(\omega) \) can be obtained from the imaginary part of the advanced and retarded Green’s function: 

\[
2\pi \rho(\omega) = G^{R}(\omega) - G^{A}(\omega) = 2\text{Im}G^{R}(\omega).
\]

In our case, we find from Eq. (7.5):

\[
\rho(\omega) = \frac{-1}{Z(0)} \sum_{n=0}^{\infty} n\delta(\omega - \Delta_{n}) \left( e^{-\beta E_{n}} - e^{-\beta E_{n-1}} \right) = \frac{1}{Z(0)} \sum_{n=0}^{\infty} ne^{-\beta E_{n}} \delta(\omega - \Delta_{n}) \left( \omega^{\Delta_{n}} - 1 \right).
\]

(7.11)

Let us still check if this expression satisfies the sum rule. The \( \omega \)-integration is trivial, so we immediately find

\[
\int_{-\infty}^{\infty} d\omega \rho(\omega) = \frac{1}{Z(0)} \sum_{n=0}^{\infty} n \left( e^{-\beta E_{n}} - e^{-\beta E_{n-1}} \right) = \frac{1}{Z(0)} \sum_{n=0}^{\infty} e^{-\beta E_{n}} (n - n + 1) = 1.
\]

(7.12)

The transformation from the second to the third expression can be done by shifting the summation index in the second term. Then \( n \) is canceled from the sum and the whole expression reduces to 1.

Let’s still investigate the zero-temperature limit of Eq. (7.2). Note that we have a Boltzmann sum of the form

\[
\lim_{\beta \to \infty} \frac{1}{Z} \sum_{m=0}^{\infty} e^{-\beta E_{m}} f_{m} = \lim_{\beta \to \infty} \frac{e^{-\beta E_{n}} \sum_{m=0}^{\infty} e^{-\beta (E_{m} - E_{n})} f_{m}}{e^{-\beta E_{n}} \sum_{m=0}^{\infty} e^{-\beta (E_{m} - E_{n})}} = f_{n},
\]

(7.13)

where \( f_{m} \) is an arbitrary expression which does not depend on \( \beta \) and the summation index \( m \) denotes the occupation number. The final \( n \) in Eq. (7.13) now denotes the ground-state occupation number, i.e., a number which is fixed by \( \mu/U \) [31]. For the last step, we need to note that with our standard Bose-Hubbard Hamiltonian from Eq. (2.1), degenerate ground-states can be excluded, so we have \( E_{m} > E_{n} \) for any \( m \neq n \), thus for \( \beta \to \infty \) all terms in both sums become zero except the one with the ground-state occupation number \( n \). The Green’s function (7.2) then reduces to:

\[
\frac{1}{g_{R}(\omega)} = \left( \frac{n + 1}{\omega_{n+1} - \omega + i\epsilon} - \frac{n}{\omega_{n} - \omega + i\epsilon} \right)^{-1} = 0.
\]

(7.14)

This means that at \( T = 0 \), the system can be excited only at two frequencies which correspond to the creation of an additional particle or taking away one particle from the ground-state configuration. Taking away one particle can also be considered as the creation of a hole. This interpretation of the
two modes already gives us a good picture of the Mott-insulator physics, where the particle number per site is fixed and the system is excited by taking away or adding particles.

7.1.2 First Hopping Order

After having seen how the procedure of finding the spectra works for the quite easy case of a system without hopping, we can now go ahead and try the same for the case of much greater interest, the MI system with non-zero hopping. Let us first write down the equation of motion (5.49):

\[
[G^{R(1)}_{ij}(\omega)]^{-1} \Psi_{j,cl}(\omega) = \sum_j \frac{1}{g_R(\omega)} \left[ \delta_{ij} - \frac{J_{ij}}{\hbar} g_R(\omega) \right] \Psi_{j,cl}(\omega) = 0. \tag{7.15}
\]

Here we have plugged in the inverse Green’s function from Eq. (5.39), which is no longer local, since it contains the hopping matrix element \( J_{ij} \). Thus it is advantageous to transform the equation into \( k \)-space. Our solutions will then depend on a wave vector \( k \), and non-constant dispersion relations \( \omega(k) \) should arise. With the assumption of spatial homogeneity, Eq. (7.15) is a convolution. Transforming into wave vector space yields

\[
\frac{1}{g_R(\omega)} \left[ 1 - \frac{J_k}{\hbar} g_R(\omega) \right] \Psi_{k,cl}(\omega) \overset{!}{=} 0. \tag{7.16}
\]

The condition for non-trivial solutions seems to be

\[
1 - \frac{J_k}{\hbar} g_R(\omega) = 0, \tag{7.17}
\]

where for a cubic lattice the hopping matrix \( J_{ij} \) from Eq. (2.16) transforms into \( J_k = 2J[\cos(k_x a) + \cos(k_y a) + \cos(k_z a)] \). But if we remember the form of \( g_R(\omega) \) given by Eq. (7.5), we see that we might have a problem with the imaginary part: Since 1 is a real number and \( J_k \) is real as well, the imaginary part, being non-zero for \( \omega = \Delta_n \), cannot cancel. At these frequencies, the condition (7.17) cannot be fulfilled, which, however, does not mean that neither Eq. (7.16) is fulfilled.

Nevertheless, Eq. (7.17) can be used to calculate the phase boundary. In equilibrium the order field should be constant in time and space, as a homogeneous systems is assumed. The fields therefore should be of the form \( \Psi(t) = \Psi_{eq} = \Psi_{eq} \). After a Fourier transformation in the spatial and temporal variables, they read \( \Psi_k(\omega) = \Psi_{eq} \delta_{k,0} \delta(\omega) \). This ansatz might solve Eq. (7.17), because at \( \omega = 0 \) the Green’s function is real, and thus the problem with the imaginary part cannot occur. In equilibrium, the condition for a non-vanishing classical order field therefore reads

\[
1 - g_R(0) \frac{J_0}{\hbar} = 0. \tag{7.18}
\]

This equation determines the phase boundary in terms of a critical hopping parameter. Up to this critical value, the equilibrium order parameter must vanish in order to fulfill the equations of motion. For larger \( J \), the order parameter might, for the first time, become finite, which means that the SF phase is reached. To go further, higher-order terms in \( \Psi \) must be taken into account. We have already done this in Chapter 6, where we found the equilibrium order field in Eq. (6.40). Inserting the critical
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Figure 7.1: The phase boundary between the MI phase and the SF phase at $T=0$ shows lobes depending on the ground-state occupation number $n$.

parameters from Eq. (7.18) into Eq. (6.40), we find that $\Psi_{\text{eq}}$ vanishes at the phase boundary.

For a hopping matrix like the one given in Eq. (2.16), we have $J_0 = zJ$, where $z = 2d$ denotes the coordination number, i.e. the number of nearest neighbors in a $d$-dimensional lattice. We therefore can directly determine the phase boundary $J_{\text{PB}} = \frac{\hbar}{z gR(0)}$. One can divide both sides by the on-site interaction parameter $U$ and thus gets the critical $J/U \equiv \tilde{J}$ as a function of the chemical potential $\mu/U \equiv \tilde{\mu}$. This function has a well-known lobe structure [31,36,69,73]. Its analytical expression reads

$$J_{\text{PB}} = \frac{(n - \tilde{\mu} - 1)(n - \tilde{\mu})}{6(\tilde{\mu} + 1)}. \quad (7.19)$$

The first three lobes are plotted in Fig. (7.1). The tips will turn out to be the physically most interesting part of the lobes. By setting the derivative of the lobe equation (7.19) with respect to $\tilde{\mu}$ equal to zero, we find the location of the lobe tips at

$$\tilde{\mu}_{\text{ct}} = \sqrt{n(n+1)} - 1 \quad \text{and} \quad \tilde{J}_{\text{ct}} = \frac{\sqrt{n(n+1)} + n}{6\sqrt{n(n+1)}}. \quad (7.20)$$

This phase diagram agrees qualitatively with other theoretical predictions. It is exactly the same as the one obtained by mean-field theory [31]. However, in comparison with the most exact results, which are believed to be given by the Monte-Carlo data in Ref. [30], the $n = 1$ tip of our lobe is much too low. But in Ref. [69] it is shown for a similar hopping expansion that taking into account the second hopping order improves the result from about 20% error to 2% error. It is one great advantage of our perturbative approach, that it offers a way to go systematically beyond mean-field results, if this is desired. It should be mentioned, however, that calculating higher-order diagrams is a huge computational task. However, by making use of a computer algorithm, the effective potential of the system was calculated up to the 8th order [76,77]. In Ref. [76] it can be seen, how the calculated phase boundary gets closer to the Monte-Carlo data in each hopping order.
Coming back to the excitations of the system, we might be tempted to modify Eq. (7.17) and demand that only its real part vanishes, \( \text{Re}[1 - \frac{d}{d\omega} g_R(\omega)] = 0 \). Then this formula is exactly the same as in Ref. [73], where the imaginary parts have been neglected from the beginning. A more convincing solution of this problem, however, is to take the resummed Green’s functions as a whole and perform the limit \( \epsilon \to 0 \), instead of splitting it, as has been done in Eq. (7.17). Surely, taking the limit of the whole expression will be quite more complicated, but doing so is not only the more correct way, moreover we will get access to an additional information about the spectral weights.

From now on, it appears to be necessary to take the \( \beta \to \infty \) limit for any analytical treatment. As the limit \( \lim_{\beta \to \infty} g_R(\omega) \) is well-defined by Eq. (7.14), we can take the limit for the resummed function \( G^{R(1)}_k(\omega) \) from Eq. (5.39) by taking \( \lim_{\beta \to \infty} g_R(\omega) \) wherever \( g_R(\omega) \) appears in Eq. (5.39). This leaves us with the following expression

\[
G^R_k(\omega) = \frac{\sum_{n=1}^{n-1} \frac{a(\omega) - \frac{e^3}{b^2 + e^2(c^2 - 2b)} + i}{1 - \frac{b}{\hbar}(\Delta_n - \omega - i\epsilon)}}{1 - \frac{b}{\hbar}(\Delta_n (\omega - \omega - i\epsilon) - \epsilon \frac{b}{\hbar}(\omega - (n + 1)\Delta_n + n\Delta_n + 1))},
\]

where the three functions \( a, b, c \) are defined as

\[
a(\omega) = -\omega + (n + 1)\Delta_n - n\Delta_{n+1},
\]

\[
b_k(\omega) = (\omega - \Delta_n)(\omega - \Delta_{n+1}) + \frac{J_k}{\hbar}[(\omega - (n + 1)\Delta_n + n\Delta_{n+1})],
\]

\[
c_k(\omega) = 2\omega + \frac{J_k}{\hbar} - \Delta_n - \Delta n + 1.
\]

Separating real and imaginary parts yields

\[
G^R = \frac{ab - \frac{e^3}{b^2 + e^2(c^2 - 2b)} + i}{b^2 + e^2(c^2 - 2b) + e^4} \Delta_n(\omega),
\]

The limit \( \epsilon \to 0 \) can be taken immediately for the real part, yielding \( \text{Re}[G^R_k(\omega)] = \frac{a(\omega)}{b_k(\omega)} \) with a divergence for \( b_k(\omega) = 0 \), where we expect the excitation frequencies. For the imaginary part, we try to apply the formula (7.4) again by neglecting the term \( e^3 \) in the numerator and the term \( e^4 \) in the denominator. Without having a mathematical proof, we expect that in the limit \( \epsilon \to 0 \) they should not play a role. Then we have

\[
\text{Im}(G^R) = -\pi \frac{b + ac}{c^2 - 2b} \delta \left( \sqrt{\frac{b^2}{c^2 - 2b}} \right).
\]

This shows that the imaginary part is non-zero only for \( b = 0 \). We check that \( c^2 - 2b \neq 0 \) when \( b = 0 \), so we can take out the denominator from the \( \delta \)-function according to the formula \( \delta(kx) = \frac{1}{|k|} \delta(x) \). Furthermore we can set \( b = 0 \) in the term in front of the \( \delta \)-function. Thus, the imaginary part reduces to:

\[
\text{Im}(G^R) = -\pi \frac{ac \cdot |c|}{c^2} \delta(|b|).
\]
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We still employ the formula

$$\delta(f(x)) = \sum_i \frac{1}{|f'(x_i)|} \delta(x - x_i),$$  \hspace{1cm} (7.28)

where the sum is over all $x_i$ with $f(x_i) = 0$. Noting that Eq. (7.23) can be written as

$$b_k(\omega) = [\omega - \Omega_+(k)] [\omega - \Omega_-(k)],$$  \hspace{1cm} (7.29)

with

$$\Omega_\pm(k) = \frac{1}{2} \left( -\frac{J_k}{\hbar} + \Delta_n + \Delta_{n+1} \pm \sqrt{\left( \frac{J_k}{\hbar} - \Delta_n - \Delta_{n+1} \right)^2 - 4 \left( \frac{J_k}{\hbar} [n\Delta_{n+1} - (n + 1)\Delta_n + \Delta_n\Delta_{n+1}] \right)} \right),$$ \hspace{1cm} (7.30)

we get the result:

$$\text{Im}[G^R_k(\omega)] = -\pi \left[ \frac{|c_k(\Omega_-(k))|}{c_k(\Omega_-(k))} \frac{a(\Omega_-(k))}{[\Omega_+(k) - \Omega_-(k)]} \delta(\omega - \Omega_-) \right. \hspace{1cm} (7.31)$$

$$\left. + \frac{|c_k(\Omega_+(k))|}{c_k(\Omega_+(k))} \frac{a(\Omega_+(k))}{[\Omega_+(k) - \Omega_-(k)]} \delta(\omega - \Omega_+) \right].$$

Furthermore, checking that $\Omega_+(k) \geq \Omega_-(k)$ and $|c_k(\Omega_-(k))|/c_k(\Omega_-(k)) = -1$ while $|c_k(\Omega_+(k))|/c_k(\Omega_+(k)) = +1$ for any $k$, the whole expression reduces to

$$\text{Im}(G^R_k(\omega)) = \pi \left[ \frac{a(\omega)}{\Omega_+(k) - \omega} \delta(\omega - \Omega_-) - \frac{a(\omega)}{\omega - \Omega_-(k)} \delta(\omega - \Omega_+) \right] = \pi \rho(\omega, k).$$ \hspace{1cm} (7.32)

Thus we have two dispersion modes $\Omega_+(k)$ and $\Omega_-(k)$ with the weights

$$w_{\pm}(k) = -\frac{\pm a(\Omega_{\pm}(k))}{\Omega_+(k) - \Omega_-(k)}.$$ \hspace{1cm} (7.33)

First we should check whether this result satisfies the sum rule (7.10). We find for any wave vector $k$

$$\frac{1}{\pi} \int_{-\infty}^{\infty} d\omega \text{Im}(G^R_k(\omega)) = \frac{a(\Omega_-(k))}{\Omega_+(k) - \Omega_-(k)} - \frac{a(\Omega_+(k))}{\Omega_+(k) - \Omega_-(k)} = 1.$$ \hspace{1cm} (7.34)

This is very encouraging, as it is not obvious from the beginning that the first-order approximation of the full Green’s function fulfills this rule. Furthermore, this result justifies a posteriori the neglect of the higher $\epsilon$-terms in Eq. (7.25).

The functions $\Omega_{\pm}(k)$ from Eq. (7.30) yield the pairs of frequencies and wave vectors, at which the real and the imaginary part of the Green’s function diverge for $T = 0$, i.e. which solve the equation of motion (7.15). These dispersion relations are the same as in Ref. [73]. Inserting $\Delta_n = U(n - 1) - \mu$
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Figure 7.2: Particle spectrum (b) and hole spectrum (c) of the first Mott lobe for three different $\mu/U$ at constant hopping $J/U$. Note the reversed sign of the ordinate in the hole spectrum.

(a) Lobe tip spectrum  
(b) Spectral weights at tip  
(c) Spectral weights at $\frac{\mu}{U} = 0.02$

Figure 7.3: At the lobe tip the dispersion relation gets linear (a), and the spectral weights (b) diverge at $k = 0$. The spectral weights of the spectra from Fig. 7.2 are plotted in (c). Note that there is no $\mu$-dependence.

Into Eq. (7.30), we get

$$\Omega_{\pm}(k) = \frac{1}{2\hbar} \left[ U(2n - 1) - 2\mu - J_k \pm \sqrt{U^2 - 2J_k U(2n + 1) + J_k^2} \right]. \quad (7.35)$$

The spectral weights $w_{\pm}(k)$ defined by Eq. (7.33) explicitly read

$$w_{\pm}(k) = \frac{1}{2} \left( 1 \pm \frac{U(1 + 2n) - J_k}{\sqrt{U^2 - 2J_k U(2n + 1) + J_k^2}} \right). \quad (7.36)$$

They do not depend on the chemical potential. At the tip of the lobe, both weights diverge at $k = 0$, as can be found by inserting $J_{ei}$ from Eq. (7.20) in Eq. (7.36).

To illustrate the result, we plot the spectra and their weights given by Eqs. (7.35) and (7.36). To this end we specialize the lattice dispersion $J_k = 2J \sum_{i=1}^{d} \cos(k_i a)$ to the case of an excitation along one arbitrary lattice vector direction $k_i \equiv k$ in a three-dimensional lattice, i.e. the other components are set to zero. Then the lattice dispersion reads

$$J_k = 2J [2 + \cos(ka)]. \quad (7.37)$$
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Qualitatively, it makes no difference, which direction we choose, so no interesting information is lost by this restriction to only one \( \mathbf{k} \)-component. The plotted spectra and their weights can be found in Figs. 7.2 and 7.3 for different parameters within the MI phase.

For small \( k \), we still would like to bring the dispersion relations \( \Omega_{\pm}(k) \) to the following form

\[
h\Omega_{\pm}(k) = \Delta_{\pm} + \frac{1}{2m_\pm} h^2 k^2 + O(k^4).
\]

(7.38)

Then the gap of the spectrum is explicitly given by \( \Delta_{\pm} \), and \( m_\pm \) denotes the effective mass of the excitation. Such a form is achieved by a Taylor expansion of Eq. (7.35) in \( k \). If we again choose \( k = (k,0,0) \), we find

\[
\Delta_{\pm} = \frac{1}{2} \left( -6J - U + 2nU \pm \sqrt{36J^2 + U^2 - 12J(U + 2nU)} - 2\mu \right),
\]

(7.39)

\[
\frac{h^2}{m_\pm} = J \pm \frac{J(-6J + U + 2nU)}{\sqrt{36J^2 + U^2 - 12J(U + 2nU)}}.
\]

(7.40)

With this we can check that within all the Mott lobes, we have \( \Delta_{\pm} \neq 0 \), i.e. gapped excitations. It turns out that the masses of both branches have different shapes: We always have \( m_- < 0 \), while \( m_+ > 0 \). Furthermore, the branch with negative masses has negative energies, too, while the convex branch consists of positive energies. We therefore interpret the excitation of the \( \Omega_- \)-branch as holes, i.e. excitations created by taking away one particle with momentum \(-k\). Correspondingly, \( \Omega_+ \) is associated with particle excitations by adding one particle with momentum \( k \). This interpretation can be checked by setting \( J = 0 \) in Eq. (7.39). We find that \( \Delta_+ \to Un - \mu = \Delta_n \) corresponds to the energy needed for adding one particle to system without hopping, while \( |\Delta_-| \to U(n - 1) - \mu = \Delta_{n-1} \) is the energy needed for the creation of a hole.

For the creation of a particle and a hole at \( k = 0 \), the energy difference between the two gaps has to be considered \( E_{\text{pair}} = \Delta_+ - \Delta_- = \sqrt{36J^2 + U^2 - 12J(U + 2nU)} \). We find that this is exactly the width \( W(n, \tilde{J}) \) of the lobes [31]. To see that, we must invert Eq. (7.19), yielding:

\[
\tilde{\mu}_{\text{PB} \pm} = \frac{1}{2} \left( -1 + 2n - 6\tilde{J} \pm \sqrt{1 - 12\tilde{J} - 24n\tilde{J} + 36J^2} \right),
\]

(7.41)

from which follows the width of the lobe

\[
W(n, \tilde{J}) = \mu_{\text{PB} +}(n, \tilde{J}) - \mu_{\text{PB} -}(n, \tilde{J}) = \sqrt{1 - 12\tilde{J} - 24n\tilde{J} + 36J^2} = \frac{\Delta_+ - \Delta_-}{U}.
\]

(7.42)

The behavior becomes more interesting at the phase boundary: By evaluating \( \Delta_\pm \) in Eq. (7.39) on the phase boundary given by Eq. (7.19), we find that the gap of the hole excitation vanishes in the interval \( \tilde{\mu} \in (n - 1, \sqrt{n(n + 1)} - 1) \), i.e. on the left side of the lobe tip. The opposite is true for the particle excitation, where the gap vanishes in the interval \( \tilde{\mu} \in (\sqrt{n(n + 1)} - 1, n) \). At the tip of the lobe, which is characterized by Eq. (7.20), both modes become gap- and massless. This means that here and only here, we have an exact symmetry between particles and holes.

Since \( 1/m_\pm \) diverges at the lobe tips, Eq. (7.38) is not appropriate to describe the spectra there.
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(3) $\frac{\hbar\omega}{U} = -0.28$

(b) $\frac{\hbar\omega}{U} = -0.37$

(c) $\frac{\hbar\omega}{U} = -0.40$

Figure 7.4: For three different energies, the surfaces of constant energy in $k$-space are plotted. The parameters $\mu/U$ and $J/U$ have been chosen as in Fig. 7.2 II. We consider hole excitations. When the excitation energy exceeds the gap, we get spherical surfaces as in a). For larger energies the sphere blows up, until the upper bound of the energy band is reached. The isotropy gets lost and the symmetry of the lattice emerges, as can be seen in b). For even higher energies, no more excitations along the lattice directions exist, such that the constant energy surfaces look like in c).

Instead we find for small $k$

$$\hbar\Omega(k) = \pm U \frac{\sqrt{-2n^2 + \sqrt{n(1+n)} + 2n (-1 + \sqrt{n(1+n)})}}{\sqrt{6}}k + O(k^2).$$

(7.43)

We will come back to the peculiarities at the tip in Section 7.3 when we discuss critical behavior.

One additional information that, in principle, could be extracted from the spectral function $\rho(\omega, k)$ is the density of states. It is given by a $k$-integration of $\rho(\omega, k)$ over the first Brillouin zone. However, this integral turns out to be very complicated, because of the $\cos(k)$ and $\sqrt{\cos(k)}$ terms within the $\delta$-function. So let’s content ourselves with some plots of the constant energy surfaces in the $k$-space shown in Fig. 7.4. There we see how the symmetry of the lattice emerges, when we increase the excitation energy.

7.2 Spectra in the SF Phase

The procedure to find the spectral function in the SF phase is exactly the same as before in the MI phase, i.e. we must take the Green’s function, which now is given by Eq. (6.59), separate it in its real and its imaginary part and take the $\epsilon \to 0$ limit. But now, this limiting procedure turns out to be very complicated, as the lengthy 4-point cumulant enters the superfluid Green’s function (6.59) at various places. It does not seem feasible to follow this way.

Instead we argue in the following way: The limiting procedure is different from setting $\epsilon = 0$ only for those frequencies where the Green’s function diverges, i.e. at the resonance frequencies that we are looking for. But this also means that these frequencies can be found by setting $\epsilon = 0$ in Eq.
(6.59) instead of taking the limit. This immediately yields a real function of $\omega$ and $k$. By finding its divergences, the excitation spectra are determined. Doing this, however, we loose all information about the spectral weights, which is encoded in the imaginary part of the Green’s function.

Another way of finding the dispersion relations without making use of the Green’s function is solving the equations of motion (6.46) and (6.47). Since the coefficients in these equations require a similar limiting procedure as the Green’s function, we are confronted there with the same technical problem. But again we argue, that the real part is obtained by setting $\epsilon = 0$, while the $\epsilon \to 0$ limit would yield an imaginary part proportional to $\delta$-functions coinciding with the divergences of the real parts. But as diverging coefficients do not solve the equations of motion, we will not consider these cases and restrict us to the case $\epsilon = 0$. We are then left with real coefficients only. In terms of Eqs. (6.48) and (6.49), this means that $A(\omega, k) = A^*(\omega, k)$ and $B(\omega, k) = B^*(\omega, k)$.

With the second equation of motion (6.49),

$$
\Psi_k(-\omega) = -\frac{B^*(-\omega, k)}{A^*(-\omega, k)} \Psi_k^*(\omega),
$$

we can eliminate one field from the first equation of motion (6.48), leading to

$$
\left[ A(\omega, k) - B(\omega, k) \frac{B^*(-\omega, k)}{A^*(-\omega, k)} \right] \Psi_k^*(\omega) = 0,
$$

where all functional derivatives are evaluated at the equilibrium solution. The resonance condition for non-trivial solutions therefore reads:

$$
\frac{\delta^2 \Gamma}{\delta \Psi^*_{k,q}(-\omega) \delta \Psi_{k,q}(-\omega)} \frac{\delta^2 \Gamma}{\delta \Psi^*_{k,q}(\omega) \delta \Psi_{k,q}(\omega)} \frac{\delta^2 \Gamma}{\delta \Psi^*_{k,q}(\omega) \delta \Psi_{k,q}(\omega)} = 0. \tag{7.46}
$$

This is the same as the equation one would obtain by looking for a vanishing denominator of the Green’s function (6.59). The functional derivatives in Eq. (7.46) have already been taken in Eqs. (6.46) and (6.47). Eq. (7.46) represents an implicit equation for $\omega(k)$, but it is too complicated to be solved analytically. We will later discuss some expansions that we can make or limits that we can take in order to get analytic expressions, but at first we can take a look at solutions, which have been determined numerically. We make the following observations:

- Off the tip, we find all in all four SF dispersion branches. There are two branches with positive energy and two with negative energies. We find that the positive branches differ from the negative branches only by the sign. Remember that in the M1 phase we had one mode with $\omega \geq 0$, that we interpreted as an excitation by adding one particle, and a second mode with $\omega \leq 0$, which was interpreted as an excitation by taking away one particle. But of course, in both cases, a positive energy is needed in order to excite the system. The different sign for the excitation frequency represents solely the fact that, when we add a particle, energy is collocated within the system, while energy is taken away from the system, when a hole is created. However, if we are interested in the excitation energy, we should rather consider $\hbar |\omega(k)|$ than $\hbar \omega(k)$. With this reasoning in mind we end up with two dispersion modes in the Mott phase and also two modes in the SF phase.
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- One of the SF dispersion relation is gapped and quadratic for small $k$, the other SF mode is gapless and linear. For small $k$, we can therefore approximate both SF dispersion relations by

$$\omega_1(k) = \Delta + \frac{1}{2m} k^2 + \cdots ,$$  \hspace{1cm} (7.47)

$$\omega_2(k) = ck + \cdots ,$$  \hspace{1cm} (7.48)

where $\Delta$ denotes the gap, $m$ the effective mass of the massive excitations, and $c$ the sound velocity of the massless mode.

- When we approach the phase boundary, the SF spectra become identical to the MI spectra. Depending on whether the chemical potential $\mu$ is smaller (larger) than at the top of the Mott lobe, the particle (hole) mode from the MI phase survives as a massive excitation in the SF phase.

To see this, we have plotted the two superfluid spectra (red), together with the particle/hole spectra in the MI phase (green) and the spectra at the phase boundary (blue) in the upper part of Fig. 7.5. The graph in the middle shows the situation around the tip of the first Mott lobe, on the left and right side we have plotted the spectra for smaller and larger $\mu$. The latter resemble each other, but one must distinguish particle and hole excitations, in order to see the qualitative difference.

The mapping of the SF spectra onto the MI spectra becomes even clearer in the other plots of Fig. 7.5: In the second and the third row, the gap and the mass of each mode are plotted as a function of $J/U$. We see that off the tip the gapped SF mode ends up at the phase boundary with exactly the same gap as one of the MI modes. The same is true for its mass. The massless SF mode, however, gains mass near the phase boundary in a sudden, but continuous way. At the tip, both modes become mass- and gapless, no matter whether we come from the SF side or from the MI side. Finally the sound velocity of the massless SF mode is plotted in Fig. 7.5. While it remains finite at the tip of the lobe, it falls off continuously, if the phase boundary is approached off the tip.

Even without solving the resonance condition (7.46), we can show that our theory necessarily allows for this mapping: We only have to compare the retarded SF Green’s function given by Eq. (6.59) with the retarded MI Green’s function in Eq. (5.39). If we recognize that the equilibrium order field $|\Psi_{eq}|^2$ given by Eq. (6.40) vanishes continuously, when the phase boundary is approached, it is easy to see that the SF Green’s function reduces to the MI Green’s function. Therefore it is a consequence of our Ginzburg-Landau ansatz that the phase transition takes a smooth course, as it should be in case of a second-order phase transition.

7.2.1 Interpretation of the Spectra

Still the question arises, how the SF modes can be interpreted. Therefore we should remember that the massless excitations are expected from many points of view:

- Already in the introduction we have stated that such a dispersion relation is crucial for the understanding of superfluidity [15,16].

- In Bogoliubov’s approach to weakly interacting Bose gases, a linear spectrum is obtained as a consequence of the interactions [19].
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Figure 7.5: The excitation spectra in both the MI and the SF phase are examined for three different $\mu$: The graphs in the middle consider the situation around the $n = 1$ lobe tip; Figs. (a) and (c) show the situation off the tip. The upper plots show the spectra $\omega(k)$ in the SF phase (red), at the phase boundary (blue) and in the MI phase (green). The MI excitations can be interpreted as particle modes (dotted lines) and hole modes (dashed lines). In the second and the third row we examine the gap $\Delta$ and the mass $m$ of the excitations as functions of $J/U$. We find that the MI spectra map onto the SF spectra. The last row shows the sound velocity of the massless mode in the SF phase.
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- In the light of symmetry-breaking, such a dispersion relation is expected from the Goldstone theorem [50].

In the ordered phase, the Landau free energy depicted in Fig. 2.3 is characterized by a minimum for a finite absolute value of the order parameter. In this picture, it is obvious that changing the phase of the order field should cost no energy. Thus, we would like to interpret the linear mode, at least for \( \omega \to 0 \), as a pure phase excitation. In this limit, the equations of motion (6.48) and (6.49) coincide:

\[
A(0, 0)\Psi_0^*(0) + B(0, 0)\Psi_0(0) = 0, \tag{7.49}
\]

Splitting the order field in its real and its imaginary part, we get the equations

\[
[B(0, 0) - A(0, 0)] \text{Im}[\Psi_k(0)] = 0, \tag{7.50}
\]
\[
[B(0, 0) + A(0, 0)] \text{Re}[\Psi_k(0)] = 0. \tag{7.51}
\]

Now we have to note that at \( \omega = 0 \) and \( k = 0 \) the terms \( A \) and \( B \) get very simple, since \( |\Psi_{\text{eq}}| \) given by Eq. (6.40) cancels partially the functional derivatives. Thus we have

\[
A(0, 0) = - \left( \frac{1}{g_A(0)} - \frac{J_0}{\hbar} \right) = B(0, 0). \tag{7.52}
\]

But this means that Eq. (7.50) allows for non-trivial solutions, while Eq. (7.51) does not. Thus the excitations with \( \omega = 0 \) are purely imaginary, i.e. only the phase of the order field may change. Hence they must be interpreted as phase excitations in agreement with the picture of a wine-bottle shaped free-energy functional in Fig. 2.3.

Unfortunately, our argumentation holds only for the zero-energy case. For any other excitations on the massless branch and on the massive branch, we are not able to find such a unique classification.

To gain further insight, we rely on the results of other authors:

- In Ref. [78] a slave-boson method yields two modes very similar to ours. It is shown that within the sound mode, phase excitations are dominant leading to a density modulation of the system. Within the gapped mode, however, amplitude variations are much stronger than phase variations and the density stays constant within the gapped mode. This mode is interpreted as an interchange between condensate and non-condensate.

- In Ref. [79], both modes are further discussed from the point of view of a quantum phase model which is very similar to the superfluid regime of the BH model. Again, the sound mode is shown to reflect the phase degrees of freedom, while the gapped mode is interpreted as an amplitude mode.

- In Ref. [80] a random-phase approximation does not only find two, but several modes. Amongst them, a second gapped mode appears, which is symmetrical in energy to the gapped mode arising from the MI spectra. Remember that our theory has yielded such a mode as well, but we have argued that only the absolute value of the excitation energy has a physical meaning. In Ref. [80], however, the authors calculate the spectral weights of each mode and find that the mirrored mode has zero strength.
Concerning the sound mode, all cited publications claim good agreement with the excitation spectrum predicted by Bogoliubov theory which is considered to describe very well the sound mode excitations. Also the experimental data presented in Ref. [25] confirms this. More questionable, however, is the gapped mode, since neither does Bogoliubov’s theory predict such an excitation nor has there yet been any experimental detection.

From our point of view, however, it is quite natural to have a gapped mode in the SF phase, since we have seen that it directly takes up one of the MI mode. If we look at the weight of this mode at the phase boundary, we find from Fig. 7.3(c) in agreement with Ref. [80], that it is of the same order as the gapless mode. Thus this mode must be present also in the SF phase. Unfortunately, we have not been able to calculate the weights within the SF phase, so we cannot exclude that the weight of the gapped mode decays very fast, when we go away from the lobe. In Ref. [78], the weight is calculated at \( J = 1.2 \, J_c \) above the tip. Here, the authors find that it becomes significant only for large \( k \).

This might be one reason for the failure of the experimental detection, but Ref. [78] still gives another argument: Due to missing density modulations in the gapped mode, it is not sensitive to Bragg spectroscopy. We can try to understand this by considering the physical situation at the phase boundary: Depending on the position on the lobe, it still costs some energy \( \Delta \) to create a particle (hole), while the creation of a hole (particle) is for free. If we simultaneously create a particle and a hole, we have to pay this amount of energy \( \Delta \). Obviously, we have not changed the local density, but the local density of particle/hole pairs has increased. It is proportional to \( |\Psi_{eq}|^2 \sim \langle \hat{a}_i \rangle \langle \hat{a}_i^\dagger \rangle \). Thus it seems to make sense interpreting the gapped mode as an amplitude mode at constant density.

Refs. [78,79] therefore propose measurements via lattice modulation. Since \( |\Psi_{eq}| \) is a function of \( J \) and \( U \), an exchange between condensed and non-condensed particles should be stimulated via a modulation of those two parameters. This technique has already been applied by the group of T. Esslinger [81] and indeed a finite energy absorption has been found. This can probably be interpreted as a first experimental evidence of the gapped mode.

### 7.2.2 Sound Mode

In this section, we will further analyze the SF sound mode. Before we discuss our own results, we briefly sketch the way, how this mode is described within the Bogoliubov approximation.

**Bogoliubov Spectrum**

The Bogoliubov approach [19] as well as the Gross-Pitaevskii (GP) approach [82,83] on cold bosonic gases is based on the idea that due to weak interactions the bosonic operators \( \hat{a}_i \) and \( \hat{a}_i^\dagger \) can be replaced by their classical expectation values \( \phi_i \) and \( \phi_i^* \). Bogoliubov’s approach still considers quantum fluctuations \( \hat{a}_i \), i.e. \( \hat{a}_i = \phi_i + \hat{a}_i \) and \( \hat{a}_i^\dagger = \phi_i^* + \hat{a}_i^\dagger \).

Within in the GP ansatz, the Bose-Hubbard HHamiltonian from Eq. (2.1) takes the following classical form [84]

\[
H_{\text{GP}} = \sum_i \left( -J \sum_{j \in \text{n.n.}} \phi_i^* \phi_j - \mu |\phi_i|^2 - \frac{U}{2} |\phi_i|^4 \right),
\]

(7.53)
leading to the equation of motion

$$i\hbar \frac{\partial \phi_i}{\partial t} = - \sum_j J_{ij} \phi_j - \mu \phi_i - U \phi_i |\phi_i|^2.$$  \hspace{1cm} (7.54)

Assuming a homogeneous condensate, i.e. $\phi_i = \phi$, and neglecting third and higher order fluctuation terms, the Bogoliubov approach for the BH model [28,80] yields the Hamilton operator

$$\hat{H}_B = \sum_i \left\{ \frac{U}{2} |\phi|^4 - \mu |\phi|^2 - 6J |\phi|^2 + \left[ \hat{a}_i \dagger \{ |\phi|^2 U - \mu - 6J \} \phi + \text{h.c.} \right] \right\} + \frac{U}{2} \left( \phi^2 \hat{a}_i \dagger \hat{a}_i + 4 |\phi|^2 \hat{a}_i \dagger \hat{a}_i + \phi^* \phi \hat{a}_i \dagger \hat{a}_i \right) - \mu \hat{a}_i \dagger \hat{a}_i - J \sum_{(i,j)} \hat{a}_i \dagger \hat{a}_j.$$ \hspace{1cm} (7.55)

The energy is minimized by setting the first order fluctuation terms to zero, $U |\phi|^2 - \mu - 6J = 0$. The solution of this equation is also the solution of the time-independent, homogeneous GP equation. We therefore denote it by $\phi_{\text{GP}}$:

$$\phi_{\text{GP}} = \sqrt{\frac{\mu + 6J}{U}}.$$ \hspace{1cm} (7.56)

A transformation into $k$-space according to Eq. (5.41) yields

$$\hat{H}_B = N \left( -6J - \mu + \frac{U}{2} n_0 \right) n_0 + \sum_k \left( -J_k - \mu \right) \hat{a}_k \dagger \hat{a}_k + \frac{U}{2} n_0 \sum_k \left( \hat{a}_k \dagger \hat{a}_{-k} + 4 \hat{a}_k \dagger \hat{a}_k + \hat{a}_k \dagger \hat{a}_{-k} \dagger \right),$$ \hspace{1cm} (7.57)

where $n_0 = |\phi_{\text{GP}}|^2$. Using the bosonic commutation rule $[\hat{a}_k, \hat{a}_k \dagger] = 1$, this Hamiltonian can be diagonalized by the so-called Bogoliubov transformation

$$\begin{pmatrix} \hat{a}_k \\ \hat{a}_k \dagger \end{pmatrix} = \begin{pmatrix} u_k \hat{b}_k \dagger + v_{-k} \hat{b}_{-k} \dagger \\ u_{-k} \hat{b}_{-k} \dagger + v_k \hat{b}_k \dagger \end{pmatrix},$$ \hspace{1cm} (7.58)

Here the normalization $|u_k|^2 - |v_{-k}|^2 = 1$ guarantees the bosonic character of the new operators $\hat{b}_k$ and $\hat{b}_{-k} \dagger$. After this transformation the Hamiltonian reads

$$\hat{H}_B = - \frac{U}{2} n_0 N + \frac{1}{2} \sum_k \left( \hbar \omega_k - U n_0 - \epsilon_k \right) + \sum_k \hbar \omega_k \hat{b}_k \dagger \hat{b}_k,$$ \hspace{1cm} (7.59)

where $\epsilon_k$ denotes the free dispersion

$$\epsilon_k = 2J \left( 3 - \sum_{\nu=1}^3 \cos (k_{\nu} a) \right) = 4J \sum_{\nu=1}^3 \sin^2 \left( \frac{k_{\nu} a}{2} \right),$$ \hspace{1cm} (7.60)

while the Bogoliubov dispersion is given by

$$\hbar \omega_k = \sqrt{\epsilon_k^2 + 2Un_0 \epsilon_k}.$$ \hspace{1cm} (7.61)
Furthermore, one finds for the Bogoliubov parameters
\[ |v_k|^2 = |u_k|^2 - 1 = \frac{1}{2} \left( \frac{\epsilon_k + U n_0}{\hbar \omega_k} - 1 \right). \tag{7.62} \]

A self-consistency check can be made by calculating the total particle number \( n(k) = n_0 \delta_{k,0} + \vert v_{-k} \vert^2 \). Since in the Gross-Pitaevskii limit, \( n_0 \) already equals the total particle number, the Bogoliubov approach is good as long as \( v_{-k} \) is small.

In the next subsection, we will compare our spectrum with the Bogoliubov spectrum given by Eq. (7.61). For small \( k \), this function can be linearized, and we can extract a sound velocity from Eq. (7.61). It is given by
\[ \frac{c}{a/\hbar} = \sqrt{2J(\mu + 6J)}. \tag{7.63} \]

But now let’s see how good our theory agrees with these famous results.

**Sound Mode from Effective Action**

Because of the complicated \( \omega \)-dependence in the resonance condition (7.45), we have been at first content with a numerical solution plotted in Fig. 7.5. But as the sound mode is gapless for \( \vert k \vert = 0 \), its small-\( k \) behavior can be well approximated, if we Taylor expand the equations of motion in \( \omega \) and \( k \) around \( \omega = 0 \) and \( \vert k \vert = 0 \). In that case the resonance condition (7.45) becomes analytically solvable. For more simplicity we choose without loss of generality \( k = (k, 0, 0) \) again and get:
\[ \alpha_1(n, \mu, J, U)k^2 + \alpha_2(n, \mu, J, U) \omega^2 + \alpha_3(n, \mu, J, U)k^2 \omega^2 + O(\omega^3) + O(k^2) = 0, \tag{7.64} \]

where the coefficients \( \alpha_i \) are complicated functions, which we do not want to write down explicitly. As long as \( \alpha_1 \) and \( \alpha_2 \) have non-zero values, the solution of (7.64) yields a non-zero sound velocity
\[ c(n, \mu, J, U) = \sqrt{-\frac{\alpha_1(n, \mu, J, U)}{\alpha_2(n, \mu, J, U)}}. \tag{7.65} \]

We can reduce the number of variables by measuring all energies in units of \( U \), i.e. \( \tilde{J} = J/U \) and \( \tilde{\mu} = \mu/U \). We then define the dimensionless quantity
\[ \tilde{c}(n, \tilde{\mu}, \tilde{J}) = \frac{c(n, \mu, J, U)}{aU/\hbar}. \tag{7.66} \]
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(a) Coefficients \( \alpha_1 = 0 \) and \( \alpha_2 = 0 \) from Eq. (7.64).

Figure 7.6: (a) In the figure on the left-hand side the coefficients in Eq. (7.64) are investigated: On the blue line which lies completely on the Mott lobe, we have \( \alpha_1(1, \mu, J, U) = 0 \). On the purple line lying within the Mott lobe and hitting the lobe at its tip, we have \( \alpha_2(1, \mu, J, U) = 0 \).

(b) The sound velocity \( c \) obtained within our approach (purple) is compared to the Bogoliubov prediction (blue) from Eq. (7.63) for a fixed \( \mu / U = \sqrt{2} - 1 \).

This function is plotted for \( n = 1 \) and constant \( \tilde{\mu} \) in the right part of Fig. 7.5. Its explicit expression for \( n = 1 \) reads

\[
\tilde{c}(1, \tilde{\mu}, \tilde{J}) = \left[ \left( \tilde{J} \tilde{\mu}^2 (1 + \tilde{\mu})^3 (3 - 2\tilde{\mu}) \left( -3 + 8\tilde{\mu} - 10\tilde{\mu}^2 + 4\tilde{\mu}^3 + \tilde{\mu}^4 \right) (\tilde{\mu} - 1)\tilde{\mu} + 6\tilde{J}(1 + \tilde{\mu}) \right) \right] / \\
\left( 36\tilde{J}(1 - \tilde{\mu})^3 \tilde{\mu}^3 (-27 + 108\tilde{\mu} + 9\tilde{\mu}^2 - 92\tilde{\mu}^3 + 3\tilde{\mu}^4 - 24\tilde{\mu}^5 + 7\tilde{\mu}^6) - (-1 + \tilde{\mu})^3 \tilde{\mu}^3 \\
(27 - 135\tilde{\mu} + 36\tilde{\mu}^2 + 172\tilde{\mu}^3 - 210\tilde{\mu}^4 + 294\tilde{\mu}^5 - 196\tilde{\mu}^6 + 60\tilde{\mu}^7 + 15\tilde{\mu}^8 + \tilde{\mu}^9) + 18\tilde{J}^2 (1 + \tilde{\mu})^2 \\
(27 - 270\tilde{\mu} + 1359\tilde{\mu}^2 - 3860\tilde{\mu}^3 + 5950\tilde{\mu}^4 - 4512\tilde{\mu}^5 + 1198\tilde{\mu}^6 + 100\tilde{\mu}^7 + 135\tilde{\mu}^8 - 66\tilde{\mu}^9 + 3\tilde{\mu}^{10}) \right) \right]^{1/2}.
\]

For general \( n \) the expression becomes much more lengthy, so we don’t give it here.

From Fig. 7.5 we suppose that the sound velocity vanishes at the phase boundary except for the lobe tip. Now we are able to see this explicitly by examining the roots of \( \alpha_1 \) and \( \alpha_2 \) in Fig. 7.6(a). It can be seen that the sound velocity becomes zero on the whole lobe except at the tip, where both coefficients \( \alpha_1 \) and \( \alpha_2 \) become zero resulting in a finite sound velocity.

For a comparison with Eq. (7.63) from the Bogoliubov theory, we have plotted \( \tilde{c}(1, \tilde{\mu}, \tilde{J}) \) for fixed \( \tilde{\mu} = \sqrt{2} - 1 \) in Fig. 7.6(b) together with the Bogoliubov prediction. At first sight the agreement does not seem pretty good, as for large \( J/U \) the Bogoliubov result diverges, while our result tends to a constant value. But nevertheless, we should look at what happens, when \( U \) decreases independently from \( J \), as a crucial assumption in the derivation of the Bogoliubov spectrum was the weakness of interactions.
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![Figure 7.7: Bogoliubov spectrum (blue) versus sound mode predicted by Eq. (7.45) (purple): In both plots (a) and (b), the parameter $J/U, \mu/U$ are chosen such that $n \approx 1$ according to Ref. [70]. While the system in (a) is close to the phase boundary, in (b) it is deep in the SF phase.](image)

We therefore expand our result from (7.64) in $U$ yielding

$$ \frac{c}{a/h} = \sqrt{2J(6J + \mu)} + \frac{J[216J^3(1 + 2n) - 6J(1 + 2n)\mu^2 - (1 + 6n)\mu^3 + 36J^2(\mu + 2n\mu)]}{2\sqrt{2}\mu^3} \sqrt{J(6J + \mu)} U + O(U^2). \tag{7.68} $$

In zeroth interaction order, we thus obtain the Bogoliubov result. This means that our theory, which we started as a small $J$ expansion, yields the same result as a theory for small $U$ in the asymptotic limit $U \to 0$. As this is a quite remarkable finding, we are going to study this in more details.

First we check, if only the sound velocity or even the whole spectrum of our theory coincides with the Bogoliubov result in the weak interaction limit. Therefore, we make a Taylor expansion in $U$ of the resonance condition (7.45). To zeroth order we get

$$ \hbar^2 \omega(k)^2 = 4J \sum_{\nu=1}^{3} \sin^2 \left( \frac{k_\nu a}{2} \right) \left[ 4J \sum_{\nu=1}^{3} \sin^2 \left( \frac{k_\nu a}{2} \right) + 2(\mu + 6J) \right]. \tag{7.69} $$

This is exactly the result from Eq. (7.61) obtained in the Bogoliubov approximation with a Gross-Pitaevskii order field (7.56). In Fig. 7.7 we compare this spectrum with the numerical solution of the full resonance condition. We find that in the left picture the agreement of both spectra is quite good. Only for large $k$, our dispersion relation is flattened a little bit. Deeper in the SF phase, however, our spectrum strongly deviates from this result.

We are thus confronted with the somehow strange result, that we have a perfect agreement with Bogoliubov for small $U$, but not for large $J/U$. So we take a look on the first-order term in Eq. (7.68).
Here we have an asymptotic $J^3$ behavior. This means that the influence of this first-order correction gets bigger, when we are deep in the SF phase. Unfortunately, in this regime the Bogoliubov result is supposed to be very good. This is surely a limitation of our theory. But as we started our perturbation theory in the Mott phase with an expansion for small $J$, we shouldn’t expect too much. We have good reasons to believe that at the onset of superfluidity our corrections to the Bogoliubov spectrum are relevant. A strong evidence for that is the fact that $c(n, \mu, U, J)$ vanishes at the phase boundary with the exception of the lobe tips.

A final answer to the question, whether our result corrects the Bogoliubov spectrum near the phase boundary, can only be given by experiment. The sound mode of bosons in optical lattice was recently measured by the group of K. Sengstock [25]. This data is shown in Fig. 1.5 in the Introduction. A quantitative comparison with our results, however, is not possible, since in the experimental setup the atoms are confined by an additional harmonic trap. To describe this situation theoretically, one must introduce a chemical potential $\mu_i$ which depends on the lattice site. Thus the assumption of homogeneity, which was made in the derivation of our spectra, is no longer fulfilled. But qualitatively we can see from Fig. 1.5, that the experimental spectrum agrees well with the Bogoliubov spectrum for small $k$, but for large $k$, it is flattened a little bit. This is also the case for our result as shown in Fig. 7.7.

### 7.2.3 Gapped Mode

We now have seen that our results are identical to Bogoliubov’s predictions, if we truncate the equation of motion (7.45) in zeroth interaction order yielding Eq. (7.69). This equation does not allow for a gapped mode. We find, however, that a gapped mode arises, if we take into account higher orders in $U$. This mode must therefore be considered as a phenomenon, which is caused by strong interactions.

Expanding Eq. (7.45) up first-order in $U$, however, still turns out to be too crude, as the effective masses of the excitations have the wrong sign compared to the numerical solution shown in Fig. 7.5. Since this solution yields $m \sim 1/\sqrt{U}$, these masses get big for small $U$. Then the wrong sign does not play an important role, because the dispersion relation becomes very flat. In the limit $U \to 0$, we get $\hbar \omega(k) = 2\mu$. By comparing this with our numerical solutions, this can be considered a reasonable approximation.

Now we should note that $\mu$ is a parameter used in our theoretical description, but not being fixed in the real system. There the particle number is given and we have to choose $\mu$ in such a way that the particle number is reproduced. As one can best see from Eq. (7.56) for the condensate density deep in the SF phase, a vanishing interaction parameter $U$ demands for a vanishing chemical potential $\mu$, if the density is to be maintained constant. Thus we see again, that this mode has to disappear in the limit $U \to 0$.

Further analysis of the gapped mode turns out to be very difficult. For the gapless mode, a Taylor expansion around $\omega = 0$ and $k = 0$ was possible. But solutions with $\omega \neq 0$ cannot be properly described in such a limit. So we really seem to be reliant on the numerical results. We will extend them a little bit further in the next section, where the critical properties are discussed.
7.3 Critical Behavior

The fact that the system behaves differently at the lobe tip than on the rest of the lobe requires some further considerations. It has already been argued by Weichman et al. \cite{31} that such a difference must occur. Their argument is based on the fact that, while the particle number per lattice site is quantized to integer numbers in the MI phase, in the SF phase it is not. Thus a transition into the SF phase in general comes along with a change of the density. Only at the tip of the lobe, the phase boundary is hit by a superfluid $n = \text{const.}$ curve, thus only there a transition without a density change is possible. So while on the whole lobe except at its tip the phase transition is driven by an addition or subtraction of particles, on the tip of the lobe it is the increase of the hopping parameter $J$, which smoothly drives the system into the SF phase. This explains the different critical behavior.

7.3.1 Some Scaling Ideas

To examine this behavior a little bit closer, we should first state the concept of critical theories \cite{14,34,85}. When a system undergoes a phase transition, some of its properties are supposed to be universal. That means that they depend on the behavior of the system under scaling transformations rather than on microscopic details. Systems which behave equally under the same scaling transformations belong to the same universality class, which means that their universal properties can be described by the same critical exponents in the vicinity of the phase transition. Scaling transformations might act on any relevant quantity within the theory, for example on time and length scales, i.e.:

$$x \rightarrow xe^{-\nu}$$
$$t \rightarrow te^{-\nu}.$$  \hspace{1cm} (7.70)

(7.71)

To see, if a system is invariant under such a transformation, we have to look at its Lagrangian. A crucial role plays the dynamic critical exponent $z$. It gives the ratio of the scaling factors for time and space. It is clear that the scaling for a Lorentz-invariant Lagrangian, for instance, must have $z = 1$. Such a scaling leaves velocities invariant and the corresponding systems have a relativistic excitation spectrum $\hbar \omega(k) = \sqrt{\Delta^2 + c^2 k^2}$. Galilei-invariant systems have $z = 2$ and their spectrum is quadratic in $k$.

Another interesting property concerning the excitation spectra near the phase boundary is the behavior of an energy gap $\Delta$. We have seen that within the BH model, the gap vanishes at least for one mode, when the phase boundary is approached. This can be described by the power law:

$$\Delta \sim (J - J_{PB})^a,$$ \hspace{1cm} (7.72)

where again the exponent $a$ is universal. As energy scales with the inverse of the scaling for time, we have $a = \nu$. $\nu$.

Coming back to the BH model, the scaling behavior on the tip of lobe should be different of the rest of the phase boundary. This can be seen by writing down the Lagrangian for a continuum quantum
field theory of the Bose-Hubbard system [34]:

\[ \mathcal{L} = K_1 \Psi^* \frac{\partial \Psi}{\partial t} + K_2 \left| \frac{\partial \Psi}{\partial t} \right|^2 + K_3 |\nabla \Psi|^2 + (\lambda_2/2) |\Psi|^2 + (\lambda_4/4!) |\Psi|^4, \]  

(7.73)

where the \( K \)'s and \( \lambda \)'s are parameters depending on the system parameter \( \mu, U \) and \( J \). Investigating \( K_1 \), it is found in Ref. [34] that \( K_1 = 0 \) at the tips of the lobes, resulting in a Lorentz-invariant scaling theory with \( z = 1 \), whereas \( z = 2 \) holds elsewhere. The universality class of the transition at the tip is often referred to as the XY-model in \( d + 1 \) dimensions or the \( O(2) \) quantum rotor model. For this theory the mean-field value of the critical exponent \( z \nu \) is found to be \( 1/2 \) [31], thus \( \nu = 1/2 \) in mean-field. Outside the tip, the systems belong to the universality class of dilute Bose gases with \( z \nu = 1 \), so again we have the mean-field exponent \( \nu = 1/2 \).

### 7.3.2 Critical Exponents

From the point of view presented in the subsection above, the linear shape of the dispersion relation at the tips, in contrast to the quadratic shape elsewhere on the lobe, is a consequence of the different dynamic critical exponents. Let us still see which critical exponents \( z \nu \) are produced by our theory.

We have the theoretical tools to study the critical exponents on both sides of the phase boundary. Due to their universality, they of course must be the same on both sides [85]. And while we can calculate \( z \nu \) analytically in the MI phase, numerical methods must be applied on the SF phase. Nevertheless, we are going to examine \( z \nu \) in both phases in order to check our theory. Furthermore, in the SF phase we can go through the lobe tip either at constant density or at constant hopping, which should yield different exponents.

### Approaching the Phase Boundary from the MI phase

The MI phase approach to the tip has already been graphically investigated in Ref. [73] which is based on the same retarded Green’s function as ours. Here we will extend the study of the critical exponents to the whole phase boundary. In the MI phase this can be done analytically.

The gap is given by Eq. (7.35), when we set \( k = 0 \): \( \Delta(U,\mu,J) \equiv \hbar \Omega_{\pm}(0) \). Of course we have to choose the dispersion relation with a vanishing gap, i.e. a hole spectrum for \( \mu < \mu_{\text{tip}} \) and the particle spectrum otherwise.

Next we invert the equation for the phase boundary (7.19). For more simplicity, we restrict ourselves to the first Mott lobe \( n = 1 \):

\[ \tilde{\mu}_{PB_{1,2}} = \frac{1}{2} \left( 1 - 6 \tilde{J}_{PB} \pm \sqrt{1 - 36 \tilde{J}_{PB} + 36 \tilde{J}_{PB}^2} \right), \]

(7.74)

where \( \tilde{\mu}_{PB} \) and \( \tilde{J}_{PB} \) denote the chemical potential and the hopping at the phase boundary measured in units of \( U \). We have two solutions, as the lobe is hit twice by \( J = \text{const.} < J_{\text{tip}} \).

Now we insert \( \tilde{\mu}_{PB_{1,2}} \) in \( \Delta \) which leaves us with the following expression:

\[ \tilde{\Delta}(\tilde{\mu}, \tilde{J}) \equiv \frac{\Delta(U,\mu, J)}{U} = 3(\tilde{J}_{PB} - \tilde{J}) \pm \left( \sqrt{1 - 36 \tilde{J}_{PB} + 36 \tilde{J}_{PB}^2} - \sqrt{1 - 36 \tilde{J} + 36 \tilde{J}^2} \right). \]

(7.75)
Note that this is still a function of \( \tilde{\mu} \), since \( \tilde{J}_{PB} \) depends on \( \tilde{\mu} \). If we now fix \( \mu \), we can find out how the gap behaves, when the phase boundary is approached. We still have to replace \( J = J_{PB} - j \). We then have

\[
\Delta(\tilde{\mu}, \tilde{j}) = 3\tilde{j} \pm \left( \sqrt{1 - 36\tilde{J}_{PB} + 36\tilde{J}_{PB}^2} - \sqrt{1 - 36\tilde{J}_{PB} + 36\tilde{J}_{PB}^2 - 36\tilde{j} - 72\tilde{J}_{PB}\tilde{j} + 36\tilde{j}^2} \right). \tag{7.76}
\]

For \( \tilde{\mu} = \sqrt{2} - 1 \) the phase boundary is hit at the tip. There we have \( \tilde{J}_{PB} = 1/2 - \sqrt{2}/3 \) and hence \( \sqrt{1 - 36\tilde{J}_{PB} + 36\tilde{J}_{PB}^2} = 0 \). Thus the gap reads

\[
\Delta(\tilde{\mu}_{tip}, \tilde{j}) = 3\tilde{j} \pm 24\sqrt{2}\tilde{j} + 36\tilde{j}^2. \tag{7.77}
\]

As \( \tilde{j} \) vanishes at the phase boundary, the behavior near criticality is given by the lowest order in \( \tilde{j} \), i.e., we have the result

\[
\Delta(\tilde{\mu}_{tip}, \tilde{j}) \sim \sqrt{\tilde{j}}. \tag{7.78}
\]

This means that the critical exponent is \( z\nu = 1/2 \).

For all other \( \mu \), there remains a non-zero term \( 1 - 36\tilde{J}_{PB} + 36\tilde{J}_{PB}^2 \) under the square root. This means that the gap is not proportional to \( \sqrt{\tilde{j}} \), but to \( \tilde{j} \). With a Taylor expansion in \( \tilde{j} \), we get:

\[
\Delta(\tilde{\mu}, \tilde{j}) \approx \left( 3 \pm \frac{36 - 72\tilde{J}_{PB}}{2\sqrt{1 - 36\tilde{J}_{PB} + 36\tilde{J}_{PB}^2}} \right) \tilde{j}. \tag{7.79}
\]

Hence we have \( z\nu = 1 \) in agreement with Ref. [31].

**Approaching the Phase Boundary from the SF Phase**

At the tip of the lobe the gap of the SF gapped mode vanishes, so we can also determine the critical exponent for it on this side of the phase transition. Here we have the possibility either to approach the tip along the line of constant density or along a tangent to the phase boundary with constant hopping parameter \( \tilde{J} \). As we have seen in the MI phase, this difference should concern the critical exponents, so we investigate both cases separately.

For a study at constant density we need to know the average particle number \( \overline{n} \) in the SF phase as a function of \( \tilde{\mu} \) and \( \tilde{J} \). Obtaining this information within our theory is complicated, so we revert to a thermodynamic effective action theory in imaginary time [70]. There the derivative of the effective action with respect to \( \mu \) directly yields \( \overline{n} \). It is found that \( \overline{n} = \text{const} \) along a line hitting the lobe tip, but without being parallel to the \( \tilde{J} \) axis. The latter has been assumed by Weichman et al. [31], but due to the bosonic commutation relations, the BH model has, different than the fermionic Hubbard model, no particle/hole symmetry.

In Fig. 7.8(a) we plot the gap along \( \overline{n} = 1 \). Noting the double-logarithmic axes, we can extract the critical exponent from this graph: \( z\nu = 0.5 \). We also investigated \( z\nu \) for constant \( \tilde{\mu} = \sqrt{\tilde{\sigma}} - 1 \) and found the same value \( z\nu = 0.5 \), i.e., it makes no quantitative difference if we use the \( \overline{n} = \text{const} \) line.
7 Excitation Spectra

Figure 7.8: The gap $\Delta$ is examined, when the tip of the $n = 1$ Mott lobe is approached from the SF phase at constant $\overline{\Pi}$ (a) or at constant $J$ (b). The linear shape in (b) corresponds to a critical exponent $z\nu = 1$, while in (a) a double-logarithmic plot is used yielding $z\nu = 0.5$

Figure 7.9: The effective mass $m$ at tip of the $n = 1$ Mott confirms the exponents from Fig. 7.8.

from Ref. [70] or the one from Ref. [31]. Comparing this result with the critical exponents in the MI phase, we find that they are the same on both sides of the phase transition, as it has to be.

If we approach the tip of the lobe at constant $J/U$, the situation looks completely different. It is shown in Fig. 7.8(b). We find that $\Delta \sim \mu - \mu_c$, i.e. $z\nu = 1$. Thus a transition tangent to the phase boundary has the same critical exponent $z\nu$ as a transition off the lobe. But since $z = 1$ at the tip, also the exponent $\nu$ must be 1 for the tangent transition in agreement with Ref. [31].

Another quantity that vanishes at the tip of the lobe is the effective mass of the excitations. As we have $z = 1$ at the multicritical point, masses have to scale like energies, thus we expect the same critical exponents as for the gap. In Fig. 7.9(a) we plot our result for constant $\overline{\Pi}$. Noting the double-logarithmic scale of the axis, we find $z\nu = 0.5$. For constant $J$, the masses decrease linearly with $\mu - \mu_c$ as shown in Fig. 7.9(b). We therefore have $z\nu = 1$. Thus, both cases are consistent with the results found for the gap $\Delta$. 
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8 Relation to other Theories

In this final chapter we would like to point out the relation of our effective action theory to the theory of Gross-Pitaevskii sketched in Section 7.2.2 and to a similar approach as ours, though in imaginary time [70].

8.1 Gross-Pitaevskii Equation

We have already seen that the sound mode becomes the Bogoliubov spectrum in the limit $U \to 0$. We want to take this up and consider the Green’s functions in this limit. At finite temperature the structure of $G^{R/A}(\omega_1, \omega_2)$ and $C^{R/A}(\omega_1, \omega_2; \omega_3, \omega_4)$ can be taken from Eqs. (5.20) and (A.15):

$$G^{R/A}(\omega_1, \omega_2) = \frac{1}{Z^{(0)}} \sum_{n=0}^{\infty} \omega^{\beta E_n} \overline{g}_n(\omega_1, \omega_2), \quad (8.1)$$

$$C^{R/A}(\omega_1, \omega_2; \omega_3, \omega_4) = \frac{1}{Z^{(0)}} \sum_{n=0}^{\infty} \omega^{\beta E_n} \overline{C}_n(\omega_1, \omega_2; \omega_3, \omega_4). \quad (8.2)$$

We must note that the kernels $\overline{g}_n$ and $\overline{C}_n$ as well as the unperturbed energies $E_n$ and the partition function $Z^{(0)}$ depend on the interaction $U$ and must be taken into account, when we expand in $U$. In the lowest, non-trivial interaction order, these functions read:

$$G_{R/A}(\omega_1, \omega_2) = -2\pi \frac{1}{\mu + \omega} \delta(\omega_1 - \omega_2) + O(U) \quad (8.3)$$

$$C_{R/A}(\omega_1, \omega_2; \omega_3, \omega_4) = -2\pi \frac{2U}{(\mu + \omega_1)(\mu + \omega_2)(\mu + \omega_3)(\mu + \omega_4)} \delta(\omega_1 + \omega_2 - \omega_3 - \omega_4) + O(U^2). \quad (8.4)$$

In this limit the Green’s functions do not depend on temperature, since the kernels $\overline{g}_n$ and $\overline{C}_n$ do not depend on $n$. Thus, the temperature-dependence from the exponential can be canceled by the temperature-dependence of the partition function. Any higher-order terms, however, are not independent from the temperature.

In the previous chapter, we have made the limit $U \to 0$ at $T = 0$. Actually, this has not been correct, since at zero temperature the Green’s functions reduce to one single $\overline{g}_n$ or $\overline{C}_n$, respectively. Then $n$ is the ground-state occupation number. But we know that this is a function of $\mu/U$, thus it would be affected by $U \to 0$. At finite temperature, however, we do not have to worry about that, since $n$ is a summation index.

The small $U$ expansion of the equilibrium order field $\Psi_{eq}$ from Eq. (6.40) yields

$$(h|\Psi_{eq})^2 = 2\frac{6J + \mu}{U} + O(U^0), \quad (8.5)$$
which is, apart from the factor 2, identical to the Gross-Pitaevskii field in Eq. (7.56). This factor is due to our definition of classical and quantum components $\hbar \Psi_{cl} = \sqrt{2} (\dot{\hat{a}})$.

Eq. (8.5) shows that the order field diverges for small $U$ with $U^{-1/2}$. We should note that there are terms of different order in $\Psi$ in the equation of motions (6.21) and (6.22); the term with $G_{R/A}(\omega_1, \omega_2)$ is multiplied with only one field, while the term with $C^{R/A}(\omega_1, \omega_2; \omega_3, \omega_4)$ is multiplied with three fields. To have the same order in $U$ for all the terms, we truncate the $U$-expansion of $G_{R/A}$ in zeroth order, while for $C^{R/A}$ it is truncated only in first order. The equation of motion (6.21) then reads

$$0 = \sum_j \left\{ [(-\hbar \omega - \mu) \delta_{ij} - J_i] \psi_{j,cl}^*(\omega) + \frac{\hbar^2}{2} U \delta_{ij} \int_{-\infty}^{\infty} d\omega_2 \int_{-\infty}^{\infty} d\omega_3 \int_{-\infty}^{\infty} d\omega_4 \times \delta(\omega + \omega_2 - \omega_3 - \omega_4) \psi_{i,cl}(\omega_2) \psi_{j,cl}^*(\omega_3) \psi_{i,cl}(\omega_4) \right\}. \tag{8.6}$$

This is the Fourier transform of the Gross-Pitaevskii equation given in (7.54). The factor $1/2$ in front of $U$ comes again from the definition of $\hbar \Psi_{cl}$ as $\sqrt{2} (\dot{\hat{a}})$. The fact that our theory produces the GP limit, is a nice crosscheck of our results.

8.2 Effective Action in Imaginary Time

Another possible check of our theory is the comparison with the ITF approach in Ref. [70]. Instead of defining the generating functional $Z$ by an integration along the real-time axis, an integration from $t = 0$ to $t = -i \hbar \beta$ is used there. Thus, this formalism is, at first, a pure thermodynamical theory without any significance for real-time dynamics. Nevertheless a comparison of both formalisms is possible, as in thermal equilibrium it should play no role, which integration path is chosen, since both can be related to each other via an analytic continuation.

In order to throw some light on the relationship between those two formalisms, we first realize that both encode all information within the corresponding Green's functions: In the ITF, these are the time-ordered $n$-point functions defined by Eq. (3.28). In the CTPF, we have $2^n$ path-ordered $n$-point functions defined by Eq. (3.45). Making the assumption $\Psi_q = 0$, we found that only a few linear combinations of them are necessary to describe the dynamics of the system. We named these functions the advanced/retarded functions, see Eqs. (4.31) and (6.34). So they should be compared with their imaginary-time analogs. To do that, we set $\epsilon = 0$ in the retarded/advanced function from the CTPF and replace the real and continuous frequency variable $\omega$ by the discrete Matsubara frequency $i \omega_m = i \pi m / (\hbar \beta)$ or vice versa, where $m \in \mathbb{N}$.

- For $n = 2$, we find that the retarded $n$-point function from the CTPF is exactly the same as the thermal Green's function from the ITF given in Ref. [70].
- For $n = 4$, however, a discrepancy appears. The thermal 4-point function from Ref. [70] differs
from the retarded function $C^R(\omega_1, \omega_2; \omega_3, \omega_4)$ given in Eq. (A.15) by the following term:

\[
\frac{1}{Z(0)} \sum_{n=0}^{\infty} e^{-\beta E_n} \delta_{\omega_2, \omega_4} \left\{ \frac{(n+1)^2}{(E_{n+1} - E_n - i\omega_m)(E_n - E_{n-1} - i\omega_m)} - \frac{n(n+1)}{n(E_n - E_{n-1} - i\omega_m)(E_{n+1} - E_n - i\omega_m)} \right\}_{\omega_m \mapsto \omega_{m1}} \omega_m \omega_{m2}.
\]

At this place we should remember that $C^R(\omega_1, \omega_2; \omega_3, \omega_4)$ is the retarded Green’s function and at the same time the retarded connected Green’s function. Since the retarded/advanced functions have the form $\langle \hat{T}_c \{ \hat{a}^+_i \hat{a}^+_j \hat{a}_j \hat{a}_i \} \rangle$, any decomposition consists of an expectation value $\langle \hat{T}_c \{ \hat{a}^+_i \hat{a}_j \} \rangle$ according to Eq. (4.13). Due to the fact that this expectation value is built up of quantum component operators only, it must vanish, as we have proved in Section 6.1. Thus the retarded/advanced Green’s functions are equal to the corresponding retarded/advanced connected Green’s functions.

For the thermal Green’s function this is not the case. The connected Green’s function contains the following additional decomposition term:

\[-\left\{ \delta_{\omega_2, \omega_4} g_2(\omega_m) g_2(\omega_{m2}) \right\}_{\omega_m \mapsto \omega_{m1}} \omega_{m2} .
\]

Now we note that for $\beta \rightarrow \infty$ the expressions (8.7) and (8.8) cancel each other, thus the connected 4-point functions become the same in both formalisms.

Noting that the equation of motions (6.21) and (6.22) are structurally identical to the equation of motion obtained in the ITF, the accordance of the connected Green’s functions means identical results concerning on the one hand the equilibrium order field $\Psi_{eq}$ and on the other hand the dynamics of the system. This saves us for $T = 0$.

Unfortunately, for finite temperature the expressions (8.7) and (8.8) do not cancel, and thus the equations of motion in both formalisms are no longer the same. We wouldn’t be concerned with that, if this discrepancy affected only the dynamics of the system, since it is far from obvious that the analytic continuation $\omega_m \rightarrow i\omega + \epsilon$ in the thermal Green’s function yields the right real-time function [55-57,66,86,87]. Due to the definition of the Matsubara frequencies (3.33), we for example have an ambiguity concerning factors $e^{i\beta \omega_m} = 1$, with which we could multiply the ITF Green’s functions without changing their value. For real, continuous frequencies, however, these terms would not be equal to 1 any longer. But even without making an analytic continuation, we can compare both formalisms by restricting ourselves to equilibrium predictions. We find discrepancies concerning the static solution for the order field from Eq. (6.40). To obtain this time-independent quantity, all frequencies are set to zero. Then the ITF produces a unique result, which is confirmed by Ref. [36]. Thus we have to suppose that our equilibrium field has the wrong temperature dependence.

Another problem, which seems to be closely related to this one, concerns thermodynamic quantities like the free energy, which contains useful information about the occupation number $n$ or the compressibility $\kappa$. In the ITF, the free energy is directly given by the generating functional $F[j, j^*]$ which must be evaluated at $j = j^* = 0$. Then $n$ and $\kappa$ can immediately be gained by derivations of $F$ with
respect to the chemical potential $\mu$. Evaluated at $j = j^* = 0$, it is the same as the effective action $\Gamma$ evaluated at equilibrium [70]. We therefore have in the ITF:

$$\langle n \rangle = - \frac{1}{N} \frac{\partial \Gamma}{\partial \mu} \bigg|_{\psi = \psi_{eq}} \quad (8.9)$$

$$\kappa = - \frac{1}{N} \frac{\partial^2 \Gamma}{\partial \mu^2} \bigg|_{\psi = \psi_{eq}} . \quad (8.10)$$

In the CTPF, however, the assumption $\Psi_q = 0$ automatically yields $\mathcal{F} = \Gamma = 0$. Thus the functional $\mathcal{F}$ cannot be interpreted as the free energy, neither can we derive $\langle n \rangle$ or $\kappa$ from $\Gamma$. So the question arises, whether this thermodynamic information is contained at all in the CTPF. From the point of view of the equations of motion, it might be possible to drop the assumption $\Psi_q = 0$, but since $\Psi_q \sim \left( \langle \hat{a}^\dagger_+ \rangle - \langle \hat{a}^\dagger_- \rangle \right)$ this would be an unphysical solution, as long as the forward and the backward paths are identical.

If we take again a look at the integration contours shown in Fig. 3.1, we see that the contour in b), which ends at a finite time $t - i\hbar \beta$, certainly encodes the same statistical information as the ITF and allows for an interpretation of $\mathcal{Z}$ as the thermodynamic partition function. Our approach, however, integrates along the contour depicted in Fig. 3.1c). Here the integration along the imaginary-time axis, which is responsible for the thermal averaging, is neglected. We justified this with the fact that all what happens at finite real times, is infinitely far away from the imaginary part of the contour, which has been pushed into the infinite past [59,60]. For a theory in thermal equilibrium, however, it now seems crucial to include this part. Since in an equilibrium situation, energy is conserved during the whole time-evolution, it must make a difference, whether we start with the perturbed or the unperturbed system at a given temperature $\beta$. A similar argument against the neglect of the imaginary part is given by Refs. [56,88], where different contours are discussed to resolve this problem. Ref. [89] proposes to deal with equilibrium situations by shifting the backward path from $t$ to $t - i\hbar \beta$. It requires further studies to find out whether such a contour really resolves the discrepancies between the CTPF and the ITF.
9 Summary and Outlook

Finally, we would like to summarize our main results and point out the open questions that we are still left with. The goal has been the derivation of a real-time Ginzburg-Landau theory of order fields to describe the MI-SF quantum phase transition undergone by a bosonic system in an optical lattice. The basic models, which have guided us, have been presented in Chapter 2.

To construct a Ginzburg-Landau functional, we have chosen a Green’s function formalism presented in Chapter 3. Since it is difficult to extract real-time information from the thermal Green’s functions [55,56], the technique of contour-ordered Green’s functions defined in Section 3.4 has been applied. However, $2^n$ point functions exist in this formalism, thus the Keldysh rotation [66] introduced in Section 3.5 is a useful simplification, since in this basis always one point function becomes zero. The general proof of this can be found in Section 6.1. Furthermore, the Keldysh rotation introduces, amongst others, the retarded/advanced Green’s functions, which are more physical than the contour-ordered Green’s functions. This can be seen in Sections 5.4 and 6.2, where the dynamic equations of the system are exclusively given by the retarded/advanced functions [75].

In Chapter 4 we have expanded a free-energy-like functional of symmetry-breaking sources simultaneously in the currents and in the hopping parameter. Since the currents have been defined as conjugate variables of the order fields, expanding in them prepares the Ginzburg-Landau functional where, in view of a proper description of the phase transition, the dependence on the fields can be truncated in fourth order [14]. The hopping expansion is physically justified for large dimensions due to the scaling behavior of the problem [68].

In Sections 4.3 – 4.5 we have shown that, due to the linked-cluster theorem [71,72], this expansion can be directly written down diagrammatically. The building blocks of the expansion are the cumulants of the system without hopping, which can straightforwardly be calculated. Up to second order in the currents and first order in the hopping, this expansion is performed in Section 4.6. There we have used the "old" basis of contour-ordered functions and performed the Keldysh rotation afterwards. This careful procedure has shown that in the Keldysh basis, the Pauli matrix $\sigma^1$ must be put in between two Green’s function matrices in order to correctly describe a hopping process [59].

In Chapter 5 we have Legendre transformed the functional from Section 4.6. This transformation yields the effective action, which serves as a Ginzburg-Landau functional, since the artificial currents are replaced by physical order fields $\Psi$ and $\Psi^*$ which can be identified with the expectation values of the annihilation/creation operators [69,70]. Furthermore, it resums the Green’s function as is shown in detail in Section 5.3. The resummation allows for good results even for a larger hopping parameter. In second order in the currents, however, the approach is restricted to the MI phase, thus we had to repeat the procedure from Sections 4.6 and 5.1 in order to get the higher-order terms. This is done in Section 6.1, where we work in the Keldysh basis and in frequency space from the beginning. The final functional $\Gamma[\Psi,\Psi^*]$ is given in Eq. (6.18). From this functional, we get the equations of motions
(6.21) and (6.22), which yield the equilibrium order field in Eq. (6.40). To solve the equations of
motion in the dynamic case, we have linearized them around the equilibrium result in Section 6.2.3.
In this linear approximation, we have also been able to derive a SF retarded Green’s function from the
effective action, which is given by Eq. (6.59).

With this theoretical groundwork we are well equipped to tackle the actual goal of our thesis, namely
to find concrete results about the dynamic behavior of the system. This work is done in Chapter 7,
where we have found the phase boundary as well as the respective excitation spectra in both the
Mott-insulator and the superfluid phase. For simplicity, we have restricted ourselves to $T = 0$. The
result for the phase boundary shown in Fig. 7.1 is identical with the mean-field result [31], but we
could go beyond it by including higher-order hopping terms [69]. This is one big advantage of our
systematic perturbation expansion. In the MI phase, we have been able to find analytic expressions
for the spectra and their weights given by Eqs. (7.35) and (7.36). These are the usual particle/ hole
excitations predicted by mean-field theory [73].

In Section 7.2 we have first solved numerically the equations of motion in the SF phase. This yielded
two excitation branches, where one has the linear shape expected from Bogoliubov theory [28], while
the other one is gapped and quadratic. We have analyzed the gap, the mass, and the sound velocity
of these spectra and found that they perfectly map onto the MI spectra. All this information is contained
in Fig. 7.5. We have shown that this mapping is a natural consequence of our Ginzburg-Landau ansatz.
Then an analytic result for the sound velocity has been obtained in Eq. (7.67) by a Taylor expansion
of the equations of motion for small $\omega$. In the limit $U \rightarrow 0$, the gapless spectrum gets identical to the
Bogoliubov spectrum, whereas the gapped mode disappears. Unlike the Bogoliubov approximation,
our approach is also able to describe the behavior in the vicinity of the phase boundary. Therefore we
have analyzed the critical exponents in Section 7.3 and reproduced the mean-field results from Ref.
[31].

As already mentioned, the results from Chapter 7 could still be improved by including higher-order
hopping terms. But even in the first order, which we have examined here, the SF equations of motion
are so complicated that not all the information, which is contained, could be extracted. This concerns
especially the spectral weights, which could give some hints for the heavily discussed SF gapped mode
[78–80]. For the interpretation of this mode, which has few experimental evidence [81], it would also
be helpful to get more information about the character of this excitation.

The sound mode, however, has been recently measured via Bragg spectroscopy [25], thus we must
try to compare our result with the experimental data. To this end we must check the influence of
the additional harmonic trap in the experimental setup. The theoretical problem with such a trap is,
that spatial homogeneity has been crucial in our derivation of the equations of motion. It could be
considered, for instance, within a Thomas-Fermi approximation [42].

Instead of comparing our results with experiments, we have pointed out the relation of our approach
to other theories on the problem. In Section 8.1 we have shown that for $U \rightarrow 0$ our equations of motion
become identical to the Gross-Pitaevskii equation. Thus, although we have started the perturbation
expansion from the strong-coupling limit, we are able to extract the right weak-coupling limit. This
has not been achieved before, as the following citation from the recently published book “Ultracold
Quantum Fields” by H. Stooft et al. [90] may demonstrate: “Although these [the weak- and the strong
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coupling limit] should be smoothly connected to each other, at present it is not known how to formulate a mean-field theory that interpolates between these two extremes.”

In Section 8.2, our results have been compared with an effective action theory in imaginary time from Ref. [70]. They perfectly agree for $T = 0$. For finite temperature, however, a disagreement in the 4-point function has been found.

Certainly the main force in future works must be put into the failure of our theory in thermoequilibrium, which arose very unexpectedly. We therefore have to check, whether a different contour is able to circumvent this problem. We suspect that an integration contour like in Fig. 3.1b), which contains an imaginary part from $t$ to $t - i\hbar\beta$, is able to describe the equilibrium situation properly [60,88]. Unfortunately, many feasible properties of the Keldysh contour, which have been used in this thesis, do not hold for such a contour, so this theory would have to start from the very beginning.

Although we believe that out of equilibrium the Keldysh contour is appropriate to describe the system, we first have to check, how to handle the equilibrium situation, before we can go on and apply the theory to non-equilibrium situations as for example in collapse and revival experiments [41]. The situation found there could then be described by a Bose-Hubbard Hamiltonian where the parameters depend on time. Certainly, the CTPF would come out on top in such a problem, since the ITF would no longer be applicable. In such a time-dependent system, however, neither frequency is conserved at the vertices nor a linearization of the equation of motions around equilibrium is possible. Thus we would end up with multiple integral equations and would rely on new methods of solving them.
A CTPF 4-Point Function

Here we show how to calculate the retarded 4-point function as defined in Eqs. (6.33) and (6.34) and its Fourier transform. We suppose that \( t_3 > t_4 \), which reduces the number of time-orders that have to be considered to only three. To compensate this restriction, we will have to symmetrize the expression in these variables at the end of the calculation.

Writing out the triple commutator in Eq. (6.33) yields eight operator products for each time-order. The expectation values of these products can directly be read from the definition of the creation and annihilation operators:

\[
\hat{a}|n\rangle = \sqrt{n}|n-1\rangle, \quad \hat{a}^\dagger|n\rangle = \sqrt{n+1}|n+1\rangle.
\]

We have

\[
C^R(t_1,t_2;t_3,t_4) = -i \sum_n \frac{e^{-\beta E_n}}{Z(0)} \left\{ \theta(t_1-t_2)\theta(t_2-t_3)\theta(t_3-t_4) A_n + \theta(t_1-t_3)\theta(t_3-t_4)\theta(t_4-t_2) B_n + \theta(t_1-t_3)\theta(t_3-t_4)\theta(t_2-t_4) C_n \right\}_{t_3\rightarrow t_4},
\]

where the respective coefficients are given by

\[
A_n \equiv (n+1)(n+2) \exp \left[ \frac{i}{\hbar} \left( t_4(E_{n+1} - E_n) + t_3(E_{n+2} - E_{n+1}) + t_2(E_{n+1} - E_{n+2}) + t_1(E_{n} - E_{n+1}) \right) \right] \\
- (n+1)(n+2) \exp \left[ \frac{i}{\hbar} \left( t_4(E_{n+1} - E_n) + t_3(E_{n+2} - E_{n+1}) + t_1(E_{n+1} - E_{n+2}) + t_2(E_{n} - E_{n+1}) \right) \right] \\
+ n(n-1) \exp \left[ \frac{i}{\hbar} \left( t_4(E_{n} - E_{n-1}) + t_3(E_{n-1} - E_{n-2}) + t_2(E_{n-1} - E_{n}) + t_1(E_{n-2} - E_{n-1}) \right) \right] \\
- n(n-1) \exp \left[ \frac{i}{\hbar} \left( t_1(E_{n-1} - E_n) + t_2(E_{n-2} - E_{n-1}) + t_3(E_{n-1} - E_{n-2}) + t_4(E_{n} - E_{n-1}) \right) \right] \\
+ n(n+1) \exp \left[ \frac{i}{\hbar} \left( t_4(E_{n+1} - E_n) + t_1(E_{n} - E_{n+1}) + t_2(E_{n-1} - E_{n}) + t_3(E_{n} - E_{n-1}) \right) \right] \\
- n(n+1) \exp \left[ \frac{i}{\hbar} \left( t_4(E_{n+1} - E_n) + t_2(E_{n} - E_{n+1}) + t_1(E_{n-1} - E_{n}) + t_3(E_{n} - E_{n-1}) \right) \right] \\
+ n(n+1) \exp \left[ \frac{i}{\hbar} \left( t_3(E_{n+1} - E_n) + t_1(E_{n} - E_{n+1}) + t_2(E_{n-1} - E_{n}) + t_4(E_{n} - E_{n-1}) \right) \right] \\
- n(n+1) \exp \left[ \frac{i}{\hbar} \left( t_3(E_{n+1} - E_n) + t_2(E_{n} - E_{n+1}) + t_1(E_{n-1} - E_{n}) + t_4(E_{n} - E_{n-1}) \right) \right],
\]
A CTPF 4-Point Function

\[ B_n = n(n+1) \exp \left[ \frac{i}{\hbar} (t_2(E_{n-1} - E_n) + t_4(E_n - E_{n-1}) + t_3(E_{n+1} - E_n) + t_1(E_n - E_{n+1}) \right] \]
\[ - n(n+1) \exp \left[ \frac{i}{\hbar} (t_1(E_{n-1} - E_n) + t_2(E_n - E_{n-1}) + t_4(E_{n+1} - E_n) + t_3(E_n - E_{n+1}) \right] \]
\[ + n(n-1) \exp \left[ \frac{i}{\hbar} (t_2(E_{n-1} - E_n) + t_1(E_n - E_{n-1}) + t_3(E_{n+1} - E_n) + t_4(E_n - E_{n+1}) \right] \]
\[ - (n+2)(n+1) \exp \left[ \frac{i}{\hbar} (t_4(E_{n+1} - E_n) + t_3(E_{n+2} - E_{n+1}) + t_1(E_{n+1} - E_{n+2}) + t_2(E_n - E_{n+1}) \right] \]
\[ + 2(n+1)^2 \exp \left[ \frac{i}{\hbar} (t_4(E_{n+1} - E_n) + t_2(E_n - E_{n+1}) + t_3(E_{n+1} - E_n) + t_1(E_n - E_{n+1}) \right] \]
\[ - 2n^2 \exp \left[ \frac{i}{\hbar} (t_2(E_{n-1} - E_n) + t_3(E_n - E_{n-1}) + t_1(E_{n-1} - E_n) + t_4(E_n - E_{n-1}) \right] \], \quad (A.4) \]

\[ C_n = n(n-1) \exp \left[ \frac{i}{\hbar} (t_2(E_{n-1} - E_n) + t_1(E_n - E_{n-1}) + t_3(E_n - E_{n-2}) + t_4(E_n - E_{n-1}) \right] \]
\[ + n(n+1) \exp \left[ \frac{i}{\hbar} (t_3(E_{n+1} - E_n) + t_1(E_n - E_{n+1}) + t_2(E_{n-1} - E_n) + t_4(E_n - E_{n-1}) \right] \]
\[ - (n+2)(n+1) \exp \left[ \frac{i}{\hbar} (t_4(E_{n+1} - E_n) + t_3(E_{n+2} - E_{n+1}) + t_1(E_{n+1} - E_{n+2}) + t_2(E_n - E_{n+1}) \right] \]
\[ - n(n+1) \exp \left[ \frac{i}{\hbar} (t_4(E_{n+1} - E_n) + t_1(E_n - E_{n+1}) + t_2(E_{n-1} - E_n) + t_3(E_n - E_{n-1}) \right] \]
\[ + 2(n+1)^2 \exp \left[ \frac{i}{\hbar} (t_4(E_{n+1} - E_n) + t_2(E_n - E_{n+1}) + t_3(E_{n+1} - E_n) + t_1(E_n - E_{n+1}) \right] \]
\[ - 2n^2 \exp \left[ \frac{i}{\hbar} (t_1(E_{n-1} - E_n) + t_3(E_n - E_{n-1}) + t_2(E_{n-1} - E_n) + t_4(E_n - E_{n-1}) \right] \]. \quad (A.5) \]

The substitution \( \hat{t}_i = t_i - t_4 \) cancels one time argument in the expressions. Now we perform the Fourier transformation. It can be done in exactly the same way as in Section 5.2, where we transformed the 2-point function. For each step function we insert its Fourier representation from Eq. (5.17), yielding \( \delta \)-functions that can easily be integrated out. Since the variable \( t_4 \) could be canceled, the Fourier transformation in this variable simply gives \( 2\pi\delta(\omega_1 + \omega_2 - \omega_3 - \omega_4) \) guaranteeing frequency conservation. We therefore introduce the notation

\[ \theta(t_1 - t_2)\theta(t_2 - t_3)\theta(t_3 - t_4)A_n \rightarrow -i2\pi\delta(\omega_1 + \omega_2 - \omega_3 - \omega_4) a_n, \quad (A.6) \]
and similarly for $B_n$ and $C_n$. The coefficients $a_n$, $b_n$, and $c_n$ are given by

\[ a_n = \frac{(n + 2)(n + 1)}{(E_n - E_{n+1} + \omega_1 + i\epsilon_1)(E_n - E_{n+2} + \omega_1 + \omega_2 + i\epsilon_2)(E_n - E_{n+1} + \omega_1 + \omega_2 - \omega_3 + i\epsilon_3)} - \frac{n(n - 1)}{(E_n - E_{n+2} + \omega_1 + i\epsilon_1)(E_n - E_{n+2} + \omega_1 + \omega_2 + i\epsilon_2)(E_n - E_{n+1} + \omega_1 + \omega_2 - \omega_3 + i\epsilon_3)} - \frac{1}{n(n + 1)}(E_n - E_{n+1} + \omega_1 + i\epsilon_1)(E_n - E_{n+1} + \omega_1 + \omega_2 + i\epsilon_2)(E_n - E_{n+1} + \omega_1 + \omega_2 - \omega_3 + i\epsilon_3) + \frac{1}{n(n + 1)}(E_n - E_{n+1} + \omega_1 + i\epsilon_1)(E_n - E_{n+2} + \omega_1 + \omega_2 + i\epsilon_2)(E_n - E_{n+1} + \omega_1 + \omega_2 - \omega_3 + i\epsilon_3) + \frac{1}{n(n + 1)}(E_n - E_{n+1} + \omega_1 + i\epsilon_1)(E_n - E_{n+1} + \omega_1 + \omega_2 + i\epsilon_2)(E_n - E_{n+1} + \omega_1 + \omega_2 - \omega_3 + i\epsilon_3) - \frac{1}{n(n + 1)}(E_n - E_{n+1} + \omega_1 + i\epsilon_1)(E_n - E_{n+1} + \omega_1 + \omega_2 + i\epsilon_2)(E_n - E_{n+1} + \omega_1 + \omega_2 - \omega_3 + i\epsilon_3) \]

(A.7)

\[ b_n = \frac{-n(n + 1)}{(E_n - E_{n+1} + \omega_1 + i\epsilon_1)(\omega_1 - \omega_3 + i\epsilon_2)(E_n - E_{n+1} + \omega_2 + i\epsilon_3)} - \frac{n(n - 1)}{(E_n - E_{n+1} + \omega_1 + i\epsilon_1)(\omega_1 - \omega_3 + i\epsilon_2)(E_n - E_{n+1} + \omega_2 + i\epsilon_3)} - \frac{-n^2}{n(n + 1)}(E_n - E_{n+2} + \omega_1 + i\epsilon_1)(\omega_1 - \omega_3 + i\epsilon_2)(E_n - E_{n+1} + \omega_2 + i\epsilon_3) - \frac{2n^2}{(n + 1)^2}(E_n - E_{n+1} + \omega_1 + i\epsilon_1)(\omega_1 - \omega_3 + i\epsilon_2)(E_n - E_{n+1} + \omega_2 + i\epsilon_3) \]

(A.8)
\[ c_n = \frac{n(n + 1)}{(E_n - E_{n+1} + \omega_1 + i\epsilon_1)(\omega_1 - \omega_3 + i\epsilon_2)(E_{n-1} - E_n + \omega_1 + \omega_2 - \omega_3 + i\epsilon_3)} - \frac{n(n - 1)}{(E_{n-1} - E_n + \omega_1 + i\epsilon_1)(\omega_1 - \omega_3 + i\epsilon_2)(E_{n-1} - E_n + \omega_1 + \omega_2 - \omega_3 + i\epsilon_3)} + \frac{2(n + 1)^2}{(E_{n+1} - E_{n+2} + \omega_1 + i\epsilon_1)(\omega_1 - \omega_3 + i\epsilon_2)(E_{n+1} - E_{n+1} + \omega_1 + \omega_2 - \omega_3 + i\epsilon_3)} - \frac{-2n^2}{(E_{n-1} - E_n + \omega_1 + i\epsilon_1)(\omega_1 - \omega_3 + i\epsilon_2)(E_{n-1} - E_n + \omega_1 + \omega_2 - \omega_3 + i\epsilon_3)}. \]  

(A.9)

To take the limit \( i\epsilon \to 0 \), we note that all terms look like

\[ \frac{1}{(x + i\epsilon_1)(y + i\epsilon_2)(z + i\epsilon_3)}. \]  

(A.10)

Applying Eq. (7.4) subsequently for each \( \epsilon_i \) leaves us with

\[ \left[ \frac{1}{x - i\pi\delta(x)} \right] \left[ \frac{1}{y - i\pi\delta(y)} \right] \left[ \frac{1}{z - i\pi\delta(z)} \right]. \]  

(A.11)

Thus, divergences of the real part occur, when \( xyz = 0 \). In this case, the diverging term \( \frac{1}{xyz} \) interferes with \( \delta \)-functions, but they do not affect the asymptotic behavior of the real part close to these divergences. In the imaginary part, however, the \( \delta \)-functions play the crucial role, since it is only non-zero as long as \( xyz \neq 0 \).

But in Section 7.2 we have argued that the dynamic behavior can be extracted from the real part alone, and thus we can neglect the \( \delta \)-functions in the following. The only thing that remains to be done now, is to join all terms from \( a_n, b_n \) and \( c_n \), in order to get a compact expression.

First we note that each term in \( b_n \) has a “partner” in \( c_n \). Then we take a look at the terms in \( a_n \), which are proportional to \( n(n + 1) \). Two of the four terms read

\[ \frac{+1}{(E_n - E_{n+1} + \omega_1)(E_n - E_{n+1} + \omega_1 + \omega_2 - \omega_3)(E_{n-1} - E_{n+1} + \omega_1 + \omega_2)} + \frac{+1}{(E_n - E_{n+1} + \omega_1)(E_{n-1} - E_n + \omega_1 + \omega_2 - \omega_3)(E_{n-1} - E_{n+1} + \omega_1 + \omega_2)}. \]  

(A.12)

Now we mustn’t forget the symmetrization that has to be performed in \( \omega_3 \leftrightarrow \omega_4 \). Then the first term in (A.12) plus the symmetrization of the second term can be combined to

\[ \frac{(E_{n-1} - E_{n+1} + 2\omega_1 + 2\omega_2 - \omega_3 - \omega_4)}{(E_n - E_{n+1} + \omega_1)(E_n - E_{n+1} + \omega_1 + \omega_2 - \omega_3)(E_{n-1} - E_n + \omega_1 + \omega_2 - \omega_4)(E_{n-1} - E_{n+1} + \omega_1 + \omega_2)}. \]  

(A.13)
Still noting the frequency conservation, \( \omega_1 + \omega_2 - \omega_3 - \omega_4 = 0 \), we get

\[
\frac{1}{(E_n - E_{n+1} + \omega_1)(E_n - E_{n+1} + \omega_3)(E_{n-1} - E_n + \omega_4)}.
\]

(A.14)

Finally we combine everything and write:

\[
\text{Re } C^R(\omega_1, \omega_2; \omega_3, \omega_4) = -2\pi \delta(\omega_1 + \omega_2 - \omega_3 - \omega_4) \sum_{n=0}^{\infty} \frac{e^{-\beta E_n}}{Z(0)}
\]

\[
\times \left\{ \frac{n(n+1)}{(E_n - E_{n-1} - \omega_1)(E_{n+1} - E_n - \omega_4)} \left( \frac{1}{E_n - E_{n-1} - \omega_3} - \frac{1}{E_{n+1} - E_n - \omega_2} \right) 
+ \frac{n(n+1)}{(E_n - E_{n-1} - \omega_3)(E_{n+1} - E_n - \omega_1)} \left( \frac{1}{E_n - E_{n-1} - \omega_2} - \frac{1}{E_{n+1} - E_n - \omega_4} \right) 
+ \frac{-(n+2)(n+1)}{(E_{n+1} - E_n - \omega_4)(E_{n+2} - E_n - \omega_1 - \omega_2)} \left( \frac{1}{E_{n+1} - E_n - \omega_1} + \frac{1}{E_{n+1} - E_n - \omega_2} \right) 
+ \frac{n(n-1)}{(E_n - E_{n-1} - \omega_1)(E_n - E_{n-2} - \omega_1 - \omega_2)} \left( \frac{1}{E_n - E_{n-1} - \omega_2} + \frac{1}{E_n - E_{n-1} - \omega_1} \right) 
+ \frac{2(n+1)^2}{(E_{n+1} - E_n - \omega_1)(E_{n+1} - E_n - \omega_2)(E_{n+1} - E_n - \omega_4)} 
\right\}^{\omega_1 - \omega_4, \omega_2 - \omega_1}.
\]

(A.15)

We checked this result by comparing it with the ITF Green’s function in Section 8.2. Agreement is found for \( T = 0 \).
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