Variational calculation of the limit cycle and its frequency in a two-neuron model with delay
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We consider a model system of two coupled Hopfield neurons, which is described by delay differential equations taking into account the finite signal propagation and processing times. When the delay exceeds a critical value, a limit cycle emerges via a supercritical Hopf bifurcation. First, we calculate its frequency and trajectory perturbatively by applying the Poincaré-Lindstedt method. Then, the perturbation series are resummed by means of the Shohat expansion in good agreement with numerical values. However, with increasing delay, the accuracy of the results from the Shohat expansion worsens. We thus apply variational perturbation theory (VPT) to the perturbation expansions to obtain more accurate results, which moreover hold even in the limit of large delays.
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I. INTRODUCTION

Feedback in biological systems has received increased attention in recent years [1]. In particular, the role of delayed recurrent loops in models of population dynamics, epidemiology, physiology, immunology, neural networks, and cell kinetics has been studied extensively [2]. Neural network systems are complex and large-scale nonlinear dynamical systems, and the dynamics of a delayed network are yet richer and more complicated [3]. Hopfield [4] proposed a simplified model of a neural network in which each neuron is represented by a linear circuit consisting of a resistor and a capacitor, coupled to other neurons via nonlinear sigmoidal activation functions. From this model, he derived a system of first-order ordinary differential equations to describe the network dynamics. Extending Hopfield’s model, Marcus and Westervelt [5] considered the effect of including a temporal delay in the model to account for finite propagation and signal processing times.

In networks of real neurons, delays occur at the synaptic level due to transmitter release dynamics and the integration time of post-synaptic potentials at the dendritic tree level where post-synaptic potentials have a finite conduction speed to the soma, and in the axons due to the finite axonal conduction speed of action potentials [6]. It is well-known that time delay can cause an otherwise stable system to oscillate [7–9] and may lead to bifurcation scenarios resulting in chaotic dynamics [10,11]. On the other hand, delayed feedback permits the control of chaos [12], where it can be used to stabilize unstable periodic orbits in chaotic attractors [13,14]. Experimentally, time-delayed chaos control was successfully applied, for instance, to electronic oscillators [15], mechanical pendula [16], lasers [17], and chemical systems [18]. Furthermore, a recently proposed scheme for the treatment of neurological disorders employs delayed feedback in order to efficiently desynchronize the activity of oscillatory neurons [19]. Therefore, finite delays are an essential property of any realistic model of a neuron population [20].

In the vast majority of cases, information about a physical system can only be obtained by means of numerical or analytical approximation methods. Numerical methods constitute a powerful and effective tool to describe even extremely complicated physical scenarios. Nevertheless, their accuracy is not always superior to that of analytical approximations, and usually more insight into the physical principles that govern the system is obtained by pursuing an analytical approach. Often, perturbation expansions are easily accessible, but they are usually divergent and need resummation. A recently developed, powerful method to perform such a resummation is variational perturbation theory (VPT), which has been successfully applied in various quantum or statistical field theories [21–25]. A first application of VPT in the field of deterministic nonlinear dynamics is found in Ref. [26], where the present work extends the use of VPT to a system described by delay differential equations (DDE’s).

In Sec. II, we introduce the two-neuron model and the system of DDE’s that we consider. The results of a linear stability analysis of the model system are reported in Sec. III, and it is shown that a limit cycle emerges via a supercritical Hopf bifurcation when the delay exceeds a critical value. In Sec. IV, the Poincaré–Lindstedt method is applied to derive the perturbation expansions for the delay-induced limit cycle and its angular frequency. In Sec. V, we apply the Shohat expansion to the perturbation series of the limit cycle and its angular frequency as a first crude resummation approach. In Sec. VI, we resum the perturbation expansions using VPT, which allows us to improve the quality of our results significantly in such a way that they are reasonable even in the limit of large delays.

II. MODEL

Neural circuits composed of two or three neurons form the basic feedback mechanisms involved in the regulation of neural activity [20]. Many researchers have used bifurcation analysis and numerical simulations in order to analyze a system of two Hopfield-like neurons with discrete or distributed
time delays [27–35]. In this investigation, we apply analytical approximation methods to a two-neuron system with delay, described by the coupled first-order DDE’s

\[ \frac{du_1(t)}{dt} = -u_1(t) + a_1 \tanh[u_2(t - \tau_2)], \]  
\[ \frac{du_2(t)}{dt} = -u_2(t) + a_2 \tanh[u_1(t - \tau_1)]. \] (1)

Here, \( u_1 \) and \( u_2 \) denote the voltages of the Hopfield neurons and \( \tau_1 \) and \( \tau_2 \) are the signal propagation or processing time delays, while \( a_1 \) and \( a_2 \) describe the couplings between the two neurons.

### III. LINEAR STABILITY ANALYSIS

The system of DDE’s (1) and (2) has a trivial stationary point at \( u_1 = u_2 = 0 \) and we first analyze its stability. Near the equilibrium point, linearizing the DDE system yields

\[ \dot{u}_1(t) = -u_1(t) + a_1 u_2(t - \tau_2), \]  
\[ \dot{u}_2(t) = -u_2(t) + a_2 u_1(t - \tau_1). \] (3)

Setting

\[ u(t) = e^{\lambda t} \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} \]  
(5)

in the last equation, where \( \lambda \) is a complex number, and \( c_1 \) and \( c_2 \) are constants, we get a nontrivial solution if and only if

\[ (\lambda + 1)^2 - a_1 a_2 e^{-\lambda (\tau_1 + \tau_2)} = 0. \] (6)

This equation has been analyzed in detail in Ref. [28]. For \( a_1, a_2 \leq -2 \) the conditions of Theorem 2 in Ref. [28] are met. Defining \( \tau = (\tau_1 + \tau_2)/2 \) and

\[ \tau_j = \frac{1}{2 \omega_0} \left[ \sin^{-1} \left( \frac{2 \omega_0}{a_j a_2} \right) + 2 j \pi \right], \quad j = 0, 1, 2, \ldots, \] (7)

where \( \omega_0 = \sqrt{|a_j a_2|} \), this theorem states that

(i) If \( \tau \in [0, \tau_0) \), then the zero solution of Eqs. (1) and (2) is asymptotically stable.

(ii) If \( \tau > \tau_0 \), then the zero solution of Eqs. (1) and (2) is unstable.

(iii) \( \tau_j \), with \( j = 0, 1, 2, \ldots \), are Hopf bifurcation values of Eqs. (1) and (2).

Furthermore, Theorem 3 in Ref. [28] states that the Hopf bifurcation at \( \tau = \tau_0 \) is supercritical. Note that \( \omega_0 \) is the solution to Eq. (6) when \( \tau = \tau_0 \) and the period of the limit cycle at the Hopf bifurcation is thus \( T_0 = 2 \pi / \omega_0 \).

### IV. POINCARÉ-LINDSTEDT METHOD

Figure 1 shows numerical solutions of the system of DDE’s (1) and (2) for the two cases in which the delay \( \tau \) is either smaller or greater than its critical value. Below the critical value \( \tau_0 \) of the delay \( \tau \) no periodic solution exists, while above \( \tau = \tau_0 \) there is such a solution. We now consider the case \( \tau_1 = \tau_2 = \tau \), \( a_1 a_2 \leq -2 \) and seek to calculate the period and trajectory of the periodic solution approximately. To this end, we apply the Poincaré-Lindstedt method [36]. Since a supercritical Hopf bifurcation occurs at \( \tau = \tau_0 \), we assume that the amplitude and frequency of the new periodic states are analytic in \( \epsilon = \sqrt{\tau - \tau_0} \) and expand them as

\[ u(t) = \epsilon U(t) = \epsilon [U^{(1)}(t) + \epsilon U^{(2)}(t) + \cdots], \]  
(8)

\[ \omega(\epsilon) = \omega_0 + \epsilon \omega_1 + \epsilon^2 \omega_2 + \cdots. \] (9)

It is convenient to rescale the argument of these functions so that they become periodic with period \( 2 \pi \). We thus introduce the new independent variable \( \xi \) according to

\[ \xi = \omega(\epsilon) t, \]

and we write

\[ U(t) = \tilde{V}(\xi). \] (11)

Applying the perturbation expansion (8) to the system of DDE’s (1) and (2) and performing the change of variables (10) and (11), we obtain

\[ \omega(\epsilon) \frac{dV_j(\xi)}{d\xi} = -V_j(\xi) + \frac{a_j}{\epsilon} \tanh \left[ \epsilon V_j(\xi - \alpha(\epsilon)) \right], \] (12)
\[ \omega(\varepsilon) \frac{dV_2(\xi)}{d\xi} = -V_2(\xi) + \frac{a_2}{\varepsilon} \tanh\{\varepsilon V_1[\xi - \alpha(\varepsilon)]\}, \quad (13) \]

in which

\[ \alpha(\varepsilon) = \omega(\varepsilon) \tau = \omega(\varepsilon) (\tau_0 + \varepsilon^2) \]

\[ = \omega_0 \tau_0 + \omega_1 \tau_0 + \varepsilon^2 (\omega_0 + \omega_2 \tau_0) + \cdots. \quad (14) \]

The delayed variable \( V_{1/\xi}[\xi - \alpha(\varepsilon)] \) is written as

\[ V[\xi - \alpha(\varepsilon)] = V^{(0)}(\xi, \alpha) + \varepsilon V^{(1)}(\xi, \alpha) + \cdots, \quad (15) \]

corresponding to the expansion in Eq. (8), which is equivalent to

\[ V(\xi) = V^{(0)}(\xi) + \varepsilon V^{(1)}(\xi) + \cdots. \quad (16) \]

In order to take into account Eq. (14), each term in the expansion of \( V(\xi - \alpha) \) is expanded as a Taylor series

\[ V^{(j)}(\xi, \alpha) = V^{(0)}(\xi - \omega_0 \tau_0) - \varepsilon \omega_1 \tau_0 \frac{dV^{(j)}(\xi')}{d\xi'} \bigg|_{\xi' = \xi - \omega_0 \tau_0} + \cdots. \quad (17) \]

Applying the expansions for \( V(\xi) \) and \( V(\xi - \alpha) \) to (12) and (13), we obtain to zeroth order in \( \varepsilon \)

\[ \frac{dV^{(0)}_1(\xi)}{d\xi} = \frac{V^{(0)}_2(\xi)}{\omega_0} + \frac{a_1}{\omega_0} V^{(0)}_2(\xi - \omega_0 \tau_0), \quad (18) \]

\[ \frac{dV^{(0)}_2(\xi)}{d\xi} = \frac{V^{(0)}_3(\xi)}{\omega_0} + \frac{a_2}{\omega_0} V^{(0)}_3(\xi - \omega_0 \tau_0). \quad (19) \]

Imposing the initial conditions \( V^{(0)}_1(0) = A_0, \ V^{(0)}_2(0) = B_{0} \) on the periodic solution \( V^{(0)}(\xi) \), we find the general solution to the system of homogeneous differential equations (18) and (19) as

\[ V^{(0)}_1(\xi) = A_0 \cos \xi + B_{0} \omega_1 \sin(\omega_0 \tau_0) \sin \xi, \quad (20) \]

\[ V^{(0)}_2(\xi) = B_0 \cos \xi - \frac{A_0}{\omega_1 \sin(\omega_0 \tau_0)} \sin \xi. \quad (21) \]

The periodic solution \( V(\xi) \) to Eqs. (12) and (13) can only be determined up to an arbitrary phase. Without loss of generality we can thus choose \( B_{0} = 0 \) in Eqs. (20) and (21), which fixes the phase of the zeroth-order solution, at least up to a shift of \( \pi \).

In general, to order \( \varepsilon^n \), we have to solve the system of differential equations

\[ \frac{dV^{(n)}_1(\xi)}{d\xi} = -\frac{V^{(n)}_2(\xi)}{\omega_0} + \frac{a_1}{\omega_0} V^{(n)}_2(\xi - \omega_0 \tau_0) + f^{(n)}_1(\xi), \quad (22) \]

\[ \frac{dV^{(n)}_2(\xi)}{d\xi} = -\frac{V^{(n)}_3(\xi)}{\omega_0} + \frac{a_2}{\omega_0} V^{(n)}_3(\xi - \omega_0 \tau_0) + f^{(n)}_2(\xi) \quad (23) \]

where the inhomogeneity \( f^{(n)}(\xi) \) is determined by the solutions to previous orders. Since we require that the solution \( V^{(n)}(\xi) \) be periodic in \( \xi \) with period \( 2\pi \), we can impose certain conditions on the inhomogeneity \( f^{(n)}(\xi) \). Namely, we demand that \( f^{(n)}(\xi) \) not contain terms that would lead to non-periodic solutions for \( V^{(n)}(\xi) \), i.e., \( f^{(n)}(\xi) \) must not contain secular terms. In order to identify the conditions that must be satisfied by \( f^{(n)}(\xi) \), we expand \( V^{(n)}(\xi) \) and \( f^{(n)}(\xi) \) as Fourier series

\[ \frac{V^{(n)}_1(\xi)}{V^{(n)}_2(\xi)} = \sum_{k=1}^{\infty} \left( \frac{a_{1,k}^{(n)}}{a_{2,k}^{(n)}} \cos k \xi + \frac{b_{1,k}^{(n)}}{b_{2,k}^{(n)}} \sin k \xi \right), \quad (24) \]

\[ \frac{f^{(n)}_1(\xi)}{f^{(n)}_2(\xi)} = \sum_{k=1}^{\infty} \left( \frac{a_{1,k}^{(n)}}{a_{2,k}^{(n)}} \cos k \xi + \frac{b_{1,k}^{(n)}}{b_{2,k}^{(n)}} \sin k \xi \right). \quad (25) \]

By inserting the expansions (24) and (25) into the system of equations (22) and (23), we find that the coefficient of the terms with \( k = 1 \) in the inhomogeneity \( f^{(n)}(\xi) \) must satisfy the conditions

\[ a_{2,1}^{(n)} - a_{2,2} \sin(\omega_0 \tau_0) \beta_{2,1}^{(n)} = 0, \quad (26) \]

\[ a_{2,2}^{(n)} - a_{2,2} \sin(\omega_0 \tau_0) \beta_{2,2}^{(n)} = 0. \quad (27) \]

The derivation of these two conditions is demonstrated in the Appendix.

After this general result, we now consider the first-order expansion of the system (12) and (13). Taking into account the result (20) and (21) and the choice \( B_{0} = 0 \), we obtain the inhomogeneity \( f^{(1)} \) to be given by

\[ f^{(1)}_1(\xi) = A_0 \omega_1 \left( \frac{\tau_0 \cos \xi + \frac{1}{\omega_0} \frac{\tau_0}{\sin \xi}} \right), \quad (28) \]

\[ f^{(1)}_2(\xi) = -A_0 \omega_1 \left( \frac{a_2(1 + \tau_0)}{\omega_0} \sin(\omega_0 \tau_0) \cos \xi + \frac{\tau_0}{a_1 \sin(\omega_0 \tau_0)} \sin \xi \right). \quad (29) \]

Thus, according to the conditions (26) and (27), we must demand

\[ -\frac{2A_0 \omega_1 \tau_0}{a_1 \sin^2(\omega_0 \tau_0)} = 0 \quad \text{and} \quad -4A_0 \omega_1 (1 + \tau_0) \frac{a_1 \sin(2 \omega_0 \tau_0)}{a_1} = 0. \quad (30) \]

We must thus have either \( A_0 = 0 \) or \( \omega_1 = 0 \). If we choose \( A_0 = 0 \), we only obtain the trivial solution. Thus, we choose \( \omega_1 = 0 \), and the coefficient \( A_0 \) is yet to be determined. The solution for \( V^{(1)}(\xi) \) is then simply given by the solution to the homogeneous system

\[ V^{(1)}(\xi) = A_1 \cos \xi, \quad (31) \]

\[ V^{(1)}(\xi) = -\frac{A_1}{a_1 \sin(\omega_0 \tau_0)} \sin \xi, \quad (32) \]

where \( A_1 \) is to be determined in higher orders.

Expanding Eqs. (12) and (13) up to order \( \varepsilon^2 \) while taking into account the zeroth- and first-order results, we obtain the inhomogeneity \( f^{(2)}(\xi) \) as given by the expansion (25). For the first component we have
For the second component we have

\[
\alpha^{(2)}_{1,1} = -a_2 \sin(\omega_0 \tau_0) \left[ \frac{A_0}{4} + \frac{A_0 (1 + \tau_0) \omega_2}{\omega_0} + A_0 \right],
\]

\[
\beta^{(2)}_{1,1} = -a_2 \sin(\omega_0 \tau_0) \left[ \frac{A_0^3}{4 \omega_0} + \frac{A_0 (1 + \tau_0) \omega_2}{\omega_0} + A_0 \right],
\]

\[
\alpha^{(2)}_{2,3} = -a_2 \sin(\omega_0 \tau_0) \frac{A_0}{12} \left[ 2 \cos(2 \omega_0 \tau_0) - 1 \right].
\]

while all other coefficients vanish. Imposing the conditions (26) and (27) on the inhomogeneity \( F^I(\xi) \), we obtain the system of equations

\[
A_0^2 (1 + a_1^2 + a_0^2) - 8a_2^2 \omega_0 \omega_0 + 2 \tau_0 \omega_2 = 0,
\]

\[
A_0^2 (1 + a_1^2 + a_0^2) + 8a_2^2 \omega_0 \omega_0 + 2 \tau_0 \omega_2 = 0.
\]

Its solutions read

\[
\alpha_2 = -\frac{\omega_0 + \omega_0}{1 + \tau_0 + \tau_0 \omega_0^2},
\]

\[
A_0 = \pm \sqrt{\frac{8a_2^2 \omega_0^2}{(1 + a_1^2 + a_0^2)(1 + \tau_0 + \tau_0 \omega_0^2)}}.
\]

Choosing the sign of \( A_0 \) to be positive fixes the phase of our zeroth-order solution definitively. This procedure can easily be carried to higher orders, where only even orders lead to nonzero terms for both the corrections to the angular frequency \( \omega_0 \) and the expansion of the limit cycle \( V^{(0)}(\xi) \). Expanding Eqs. (12) and (13) to order \( \varepsilon^{2n} \), we find the coeffi-
Table I shows the first eight nonvanishing corrections to the Fourier coefficients of the first two nonvanishing orders of the Fourier divergent Borel series. Table II shows the expansion coefficients of the angular frequency, we observe that the perturbative solution is in good agreement with the numerical data. However, as $\epsilon$ grows, the perturbative solution becomes unacceptable. Figure 2 shows an example of the perturbative results for both the angular frequency $\omega(t)$ and the limit cycle $u^{(N)}(t)$. For the value $\epsilon=1$ chosen in Fig. 2(a), the limit cycle can still be obtained with good precision from the perturbation series (47) and, as in the case of the angular frequency, we observe that the perturbative approximations approach the numerical result in an alternating manner. However, as $\epsilon$ increases, the perturbative solution (47) becomes useless as in the case of the angular frequency. Thus, if we want to obtain analytical results for larger values of the temporal delay $\tau$, we must resum our perturbation series. In the next section, we apply a Shohat transformation to the perturbative results for both the angular frequency $\omega^{(N)}(t)$ and the limit cycle $u^{(N)}(t)$.

V. SHOHAT EXPANSION

Now, we resum our perturbative results by performing a Shohat expansion. This method was first introduced in Ref. [37] for calculating the period of a Van der Pol oscillator and it has been conjectured that the expansion yields results which are valid for all values of the perturbation parameter $\epsilon$. Furthermore, it has been stated that the Shohat expansion is successful when the periodic solution to the differential equation in question is of the softening type, i.e., when the angular frequency $\omega$ decreases with $\epsilon$ [39], which is the case for our system as is evident from Fig. 2(a).

The basic idea of the Shohat expansion is to map the perturbation parameter $\epsilon$ to a new parameter $\mu$ in the range $[0,1)$. In order to perform the resummation of the angular frequency $\omega^{(N)}(t)$ and the limit cycle $u^{(N)}(t)$, we introduce the following transformation suggested by Shohat in Ref. [37] and thus set

$$\mu = \frac{\epsilon^2}{1 + \epsilon^2},$$

where we explicitly take into account that the perturbation series for the angular frequency depends only on even powers of $\epsilon$. Inverting Eq. (48), we have

$$\epsilon^2 = \frac{\mu}{1 - \mu}.$$  

We now obtain the Shohat expansion of our perturbative result by replacing $\epsilon^2$ in Eq. (46) according to the last identity.
summation as a function of the delay parameter. Note that for the value of the delay parameter in Fig. 4(a) the angular frequency is shown as a function of $\epsilon$. Results from the Shohat expansion as given by Eq. (50) are shown by dashed lines. Numerical results are shown by dots. The inset shows a magnification of the interval $4 \leq \epsilon \leq 5$. In (b) the limit cycle is shown for $\epsilon=2$. Dashed lines represent results from the Shohat expansion as given by Eq. (51); the numerical result is shown by the solid line.

Figure 4(a) shows the convergence of the angular frequency obtained from the Shohat expansion versus the perturbation order $N$ for different values of the temporal delay. For small values of the delay, the convergence seems to be exponentially fast, at least up to the eighth order. For larger delays, the convergence appears to be less regular. In order to examine the convergence of the limit cycle results, we consider the error measure

$$\delta^{(N)} = \frac{\int_{T_0}^{T_0+T} dt \left\| \mathbf{u}(t) - \mathbf{u}^{(N)}(t) \right\|_2}{\int_{T_0}^{T_0+T} dt \left\| \mathbf{u}(t) \right\|_2},$$

where we rescale the argument of our analytical solution so that its period is identical to the period of the numerical solution and shift the phase of the analytic solution according to the phase of the numerical solution. Figure 4(b) shows the convergence of the results for the limit cycle. As in the case of the angular frequency, the results from the Shohat expansion and their convergence with increasing perturbation order are best as long as the delay is not too large. In the next section, we thus use a more efficient method to resum the

and reexpanding the series in $\mu$ up to order $\mu^N$. The Shohat expansion of the angular frequency is thus given by

$$\omega^{(N)}_S = \sum_{n=0}^{N} \mu^n \sum_{k=0}^{n} \left( n - 1 \right) \omega_{2(n-k)}.$$

The resummation of the limit cycle (47) is performed in a similar manner and we obtain

$$\mathbf{u}^{(N)}_S(t) = \epsilon \sum_{n=0}^{N-1} \mu^n \sum_{k=0}^{n} \left( n - 1 \right) \mathbf{V}^{[2(n-k)]}(\omega^{(N)}_S(t)).$$

Finally, in order to evaluate the resummed angular frequency and limit cycle for a certain value of $\epsilon$, we replace $\mu$ in Eqs. (50) and (51) according to Eq. (48).

Figure 3(a) shows the angular frequency after Shohat resummation as a function of the delay parameter $\epsilon$. We find that, if we go to sufficiently high orders, the resummed expansion yields reasonably good results for all values of $\epsilon$. Figure 3(b) shows an example of the limit cycle after resummation. Note that for the value of the delay parameter in Fig. 3(b) the perturbative result prior to resummation would be completely useless.
VI. VARIATIONAL PERTURBATION THEORY

In this section, we improve the resummation of the perturbation series of the angular frequency and the limit cycle by applying VPT to the perturbation series (46) and (47). This method is based on a variational approach due to Feynman and Kleinert [21], which has been systematically extended to the nonperturbative approximation scheme now called VPT [22–25].

A. Basic principles

VPT is capable of converting divergent weak-coupling into convergent strong-coupling expansions and has been applied successfully in various fields, such as quantum mechanics, quantum statistics, condensed matter physics, and the theory of critical phenomena. In fact, the most accurate critical exponents come from this theory [40], as verified by recent satellite experiments [41]. First applications of VPT in the field of Markov processes and nonlinear dynamics are found in Refs. [47,48] and Ref. [11], respectively.

The convergence of VPT has been analyzed up to very high orders for the ground-state energy of the anharmonic oscillator

\[ V(x) = \frac{1}{2} \omega^2 x^2 + gx^4 \]

and was found to be exponentially fast [42,43]. This surprising result was confirmed later by studying other physical systems and was proven to hold in general [23,24]. Furthermore, the exponential convergence seems to be uniform with respect to other system parameters. The variational resummation of perturbation series thus yields approximations which are generically reasonable for all temperatures [44,45], space and time coordinates [46–48], magnetic field strengths [49], coupling constants [26,50,51], spatial dimensions [52], etc.

VPT permits the evaluation of a divergent series of the form

\[ f^{(N)}(g) = \sum_{n=0}^{N} a_n g^n \]

and yields a strong-coupling expansion of the generic form

\[ f(g) = \sum_{m=0}^{M} b_m g^{-2m/q} . \]

Here, \( p \) and \( q \) are real growth parameters and characterize the strong-coupling behavior. Introducing a scaling parameter \( \kappa \), which is afterward set to one, Eq. (54) can be rewritten as

\[ f^{(N)}(g) = \kappa^r \left( \sum_{n=0}^{N} a_n \left( \frac{\kappa}{\kappa^q} \right)^n \right) \left. \right|_{\kappa=1} . \]

Applying Kleinert’s square-root trick [23], i.e., setting

\[ \kappa = K \sqrt{1 + gr} \]

with

\[ r = \frac{k^2 - K^2}{g K^2} \]

in Eq. (56), the variational parameter \( K \) is introduced into the perturbation series

\[ f^{(N)}(g) = \left. \sum_{n=0}^{N} a_n g^n K^{p-nq} (1 + gr)^{(p-nq)/2} \right|_{\kappa=1} . \]

The Taylor series of \((1 + gr)^\alpha\) with \( \alpha = (p - nq)/2 \) reads

\[ (1 + gr)^\alpha = \sum_{k=0}^{N-n} \binom{\alpha}{k} \left( \frac{1}{K^2} - 1 \right)^k + \mathcal{O}(g^{N-n+1}) , \]

where the generalized binomial coefficient is defined by

\[ \binom{\alpha}{k} = \frac{\alpha(\alpha-1)\cdots(\alpha-k+1)}{k!} . \]
The function \( f \) is functional parameter \( K \). In the following, we set \( g = \tau - \tau_0 \). Numerical data are represented by dots; the solid line represents a fit of the data to a function of the form (63). In (b) the product of the delay parameter and the angular frequency is shown versus the inverse square of the delay parameter. Numerical data are represented by dots; the solid line represents a fit of the data to a function of the form (64).

\[
\frac{\alpha}{k} = \frac{\Gamma(\alpha + 1)}{\Gamma(k+1)\Gamma(\alpha - k + 1)}.
\]

(61)

The series (60) is truncated after \( k = N - n \) since the original function \( f^{(N)}(g) \) is only known up to order \( g^N \). As a result of this truncation, the function \( f^{(N)}(g) \) becomes dependent on the variational parameter \( K \)

\[
f^{(N)}(g,K) = \sum_{n=0}^{N} a_n g^n K^{n-n_0} \sum_{k=0}^{N-n} \binom{p-nq}{k} \left( \frac{1}{K^2} - 1 \right)^k.
\]

(62)

The influence of the variational parameter is then optimized according to the principle of minimal sensitivity [53], i.e., one evaluates the function (62) at that value of the variational parameter \( K \) for which it has an extremum or turning point. In the following, we set \( g = \epsilon^2 \) in the expansions (46) and (47).

B. Resummation of the angular frequency

We now apply VPT to obtain an improved resummation of the angular frequency (46). VPT is applicable when the physical quantity in question has a strong-coupling expansion of the form (55) [23,24]. Therefore, we first consider our numerical data for the angular frequency in the case of large delays and determine the growth parameter \( p \) and \( q \) in Eq. (55). To this end, we analyze our numerical data in two steps. First, in Fig. 5(a), we plot our numerical results for \( \ln \omega \) versus \( \ln g = \ln(\tau - \tau_0) \). Fitting our data to a function of the form

\[
f(\ln g) = p/q \ln g + \ln b_0,
\]

(63)

we find \( p/q = -0.9997 \) and \( b_0 = 1.565 \). We expect the growth parameters to be integers and thus set \( p/q = -1 \). For large delays, the leading asymptotic behavior of \( \omega \) is thus given by \( \omega \sim g^{-1} \). In order to determine not only the ratio of \( p \) to \( q \) but the individual values of the growth parameters, we then fit our data for \( g \omega \) to a function of the form

\[
f(g^{-2}) = b_0 + b_1 g^{-2q},
\]

(64)

which is shown in Fig. 5(b). The numerical results from the fit are \( b_0 = 1.571, b_1 = -2.7, \) and \( q = 1.993 \). Thus, we assume \( q = 2 \) and from our previous result we then have \( p = -2 \). In order to determine \( b_0 \) and \( b_1 \) numerically with better accu-
To first order we obtain
\[ V_{\text{A}} \text{R I A T I O N A L C A L C U L A T I O N O F T H E L I M I T C Y C L E} \]

From this procedure we obtain the more precise numerical values \( b_0 = 1.57081 \) and \( b_1 = -2.66 \). Now, we can introduce the variational parameter \( K \) to the perturbation series (46) according to Eq. (62) with \( p = -2, q = 2 \)

\[ \omega_{\text{VPT}}^{(N)}(g, K) = \sum_{n=0}^{N} \omega_{2n} g^{n} K^{p-nq} \sum_{k=0}^{N-n} \left( \frac{(p-nq)/2}{k} \right) \left( \frac{1}{K^2} - 1 \right)^k. \]  

(66)

To first order we obtain
\[ \omega_{\text{VPT}}^{(1)}(g, K) = \frac{(2 + \pi)(2K^2 - 1) - 4g}{K^2(2 + \pi)}, \]  

(67)

which has a minimum at
\[ K^{(1)} = \sqrt{1 + \frac{4g}{2 + \pi}}. \]  

(68)

Evaluating Eq. (67) at the optimized value of the variational parameter then yields
\[ \omega_{\text{VPT}}^{(1)}(g, K^{(1)}) = \frac{2 + \pi}{4g + 2 + \pi}. \]  

(69)

In the limit of large delays, \( g \to \infty \), we thus have
\[ \omega_{\text{VPT}}^{(1)}(g, K^{(1)}) = b_0^{(1)} g^{-1} + b_1^{(1)} g^{-2} + \cdots, \]  

(70)

with
\[ b_0^{(1)} = \frac{2 + \pi}{4} \approx 1.28540 \]  

(71)

and
\[ b_1^{(1)} = -\frac{(2 + \pi)^2}{16} \approx -1.6522. \]  

(72)

To second order, Eq. (66) yields
\[ \omega_{\text{VPT}}^{(2)}(g, K) = \frac{1}{27K^4} \left[ 27(3K^4 - 3K^2 + 1) + g \frac{108(2 - 3K^2)}{2 + \pi} \right. \\
+ g^2 \frac{4(341 + 108\pi)}{2 + \pi) \right]. \]  

(73)

Since this has no real extremum in the variational parameter \( K \), we look for roots of the second derivative.

In general, in order to optimize the influence of the variational parameter, we first look for minima or maxima of \( \omega_{\text{VPT}}^{(N)}(g, K) \), and if those do not exist, for positive roots of higher derivatives. In each order \( N \), the optimized variational parameter \( K^{(N)} \) is thus determined from the condition
\[ \frac{d\omega_{\text{VPT}}^{(N)}(g, K)}{dK} \bigg|_{K = K^{(N)}} = 0 \quad \text{or} \]  

(74)

In cases where a certain derivative has several positive roots, we choose the one which is closest to the optimized value from the previous order \( K^{(N-1)} \). The \( N \)th order VPT approximation of the angular frequency is then obtained by evaluating Eq. (66) for the value of the optimized variational parameter
\[ \omega_{\text{VPT}}^{(N)}(g) = \omega_{\text{VPT}}^{(N)}(g, K^{(N)}). \]  

(75)

Returning to Eq. (73), we find that for
\[ g = \frac{3(2 + \pi)[24 + 12\pi + 5\sqrt{35(2 + \pi)}]}{587 - 144\pi} = 14.756 \]  

(76)

\( \omega_{\text{VPT}}^{(2)}(g, K) \) has two positive turning points
\[ K^{(2)} = \frac{\sqrt{60 + 15\pi(4 + \pi)} + 60(2 + \pi)g \pm 2\eta}{3(2 + \pi)}, \]  

(77)

with the abbreviation

\[ \eta = 0.036201-9 \]  

\[ 036201-9 \]
\[ \eta = \sqrt{(2 + \pi)(9(2 + \pi)^3 + 72(2 + \pi)^2g - (587 - 144\pi)g^2)}. \] (78)

Comparing Eq. (77) to Eq. (68), we find that \( \bar{K}_-^{(2)} \) is closer to \( K^{(1)} \) and thus evaluate Eq. (73) for \( K = \bar{K}_-^{(2)} \) to obtain

\[ \omega_{\text{VPT}}^{(2)}(g, \bar{K}_-^{(2)}) = \frac{27(2 + \pi)^2}{[15(2 + \pi)(2 + \pi + 4g) - 2\eta]^3} \times \{4\eta^2 - 42(2 + \pi)(2 + \pi + 4g)\eta + (2 + \pi)[117(2 + \pi)^3 + 936(2 + \pi)^2g + 4(1061 + 468\pi)g^2]\}. \] (79)

However, for delay parameters exceeding the value of \( g \) given in Eq. (76), we cannot use \( \bar{K}_-^{(2)} \) since in this case \( \eta \) becomes imaginary. Thus, if we want to consider the limit of large delays, we must optimize the variational parameter by considering the third derivative of \( \omega_{\text{VPT}}^{(2)}(g, K) \), which turns out to have two positive roots for all positive \( g \)

\[ K_-^{(2)} = \frac{\sqrt{180 + 45\pi(4 + \pi) + 180(2 + \pi)g \pm \rho}}{3\sqrt{2(2 + \pi)}}, \] (80)

with the abbreviation

\[ \rho = \sqrt{(2 + \pi)[513(2 + \pi)^3 + 4104(2 + \pi)^2g + 16(513\pi - 724)g^2]}. \] (81)

Again, \( K_-^{(2)} \) is closer to the first-order solution, and we set \( K^{(2)} = \bar{K}_-^{(2)} \), to obtain

\[ \omega_{\text{VPT}}^{(2)}(g, K^{(2)}) = \frac{54(2 + \pi)^2}{[45(2 + \pi)(2 + \pi + 4g) - \rho]^3} \times \{\rho^2 - 72(2 + \pi)(2 + \pi + 4g)\rho + (2 + \pi)[1323(2 + \pi)^3 + 10584(2 + \pi)^2g + 16(2771 + 1323\pi)g^2]\}. \] (82)

Expanding the last result in \( g^{-1} \), we obtain

\[ \omega_{\text{VPT}}^{(2)}(g, K^{(2)}) = b_0^{(2)}g^{-1} + b_1^{(2)}g^{-2} + \cdots, \] (83)

with

\[ b_0^{(2)} = \frac{27(2 + \pi)^3}{2[90 + 45\pi - \sqrt{(2 + \pi)(513\pi - 724)}]^3} \left[2047 + 1836\pi - 72\sqrt{(2 + \pi)(513\pi - 724)}\right] \approx 1.23174 \] (84)

and

\[ b_1^{(2)} = \frac{243(2 + \pi)^5}{8[90 + 45\pi - \sqrt{(2 + \pi)(513\pi - 724)}]^4} \times \left\{ 63213\sqrt{\frac{2 + \pi}{513\pi - 724}} + 162\pi \left[437\sqrt{\frac{2 + \pi}{513\pi - 724}} - 82\right] + 426\sqrt{(2 + \pi)(513\pi - 724)} - 16193 \right\} = -1.1229. \] (85)
It thus turns out that the second-order approximation for the leading and subleading large-delay coefficient is actually worse than the first-order one. However, the results in higher orders turn out to be improved approximations. For fixed values of the coupling constant, the procedure in higher orders is analogous to the first and second order, where the roots of the first, second, or third derivative of $\omega_{VPT}(g, K)$ have to be determined numerically. Furthermore, in order to obtain the coefficients $b_0^{(N)}$ and $b_1^{(N)}$, we expand the derivatives of $\omega_{VPT}(g, K)$ in $g^{-1}$ and the variational parameter $K$ as

$$K^{(N)} = K_0^{(N)} g^{1/2} + K_1^{(N)} g^{-1/2} + \cdots$$

in order to carry out the optimization procedure.

Figure 6(a) shows our VPT results for the angular frequency versus the delay parameter $\epsilon$. The first-order result is already in good agreement with the numerical results for a wide range of delays and is far superior to the first-order result from the Shohat expansion [compare Fig. 3(a)]. Figure 7(a) shows the convergence of our VPT results for five different values of the delay. The accuracy of our VPT results improves with increasing order; however, not as regularly as in the case of the Shohat expansion for small delays. Figure 8(a) shows a comparison of the eighth-order results obtained from Shohat resummation and VPT. In particular, for larger values of the delay, the results from VPT are far superior to the ones from Shohat resummation. Table III shows our results for the leading large-delay coefficients $b_0$ and the subleading coefficient $b_1$; again, the convergence is not monotonic, but we do observe a general trend toward improved results in higher orders.

### C. Resummation of the limit cycle

We now proceed to perform a variational resummation of the limit cycle following the approach of Ref. [54]. To this end, we consider the perturbation series of each coefficient in the Fourier expansion of $V(\xi)$ as given by Eq. (24)

$$A_{1/2,k}^{(N)} = \sum_{n=0}^{N-1} a_{1/2,k}^{(2n)} g^n,$$

We introduce the variational parameter $K$ into the perturbation series for $A_{1/2,k}^{(N)}$ and $B_{1/2,k}^{(N)}$ in the same way as for the angular frequency, and obtain by applying Eq. (62) to the Fourier expansions (87) and (88)

$$A_{1/2,k,VPT}^{(N)}(g, K) = \sum_{n=0}^{N-1} a_{1/2,k}^{(2n)} g^n \sum_{n=0}^{N-n} \frac{(p-nq)/2}{k} \left(\frac{1}{K^2-1}\right)^k

and

$$B_{1/2,k,VPT}^{(N)}(g, K) = \sum_{n=0}^{N-1} b_{1/2,k}^{(2n)} g^n \sum_{n=0}^{N-n} \frac{(p-nq)/2}{k} \left(\frac{1}{K^2-1}\right)^k

Instead of optimizing Eqs. (89) and (90) according to the principle of minimal sensitivity, we obtain our VPT result for the limit cycle more easily by evaluating all Fourier expansions for that value of the variational parameter $K$ which was determined through the optimization procedure of the frequency, i.e., our VPT result for the limit cycle reads:

$$\left(\frac{V_{1,VPT}^{(N)}(\xi)}{V_{2,VPT}^{(N)}(\xi)}\right) = \sum_{k=1}^{\infty} \left[ A_{1,k,VPT}^{(N-1)}(g, K^{(N-1)}) \cos k\xi 
+ B_{1,k,VPT}^{(N-1)}(g, K^{(N-1)}) \sin k\xi \right],$$

where $K^{(N-1)}$ is determined from the condition (74) and we use $K^{(N-1)}$ instead of $K^{(N)}$, since the $N$th term in the series for $V(\xi)$ is a correction of order $g^{N-1}$.

As an example, we consider the lowest order in which we can perform the VPT resummation of the limit cycle. To order $g$ our solution for $V(\xi)$ reads

$$V_1(\xi) = \frac{4 \cos \xi}{\sqrt{3}(2 + \pi)^2} \cdot g \left[ \frac{5\sqrt{3}(116 + 33\pi) \cos \xi}{81(2 + \pi)^{3/2}} + \frac{2\sqrt{3}}{27(2 + \pi)^{3/2}}(3 \xi - 7 \sin 3\xi) \right] + O(g^2),$$

$$V_2(\xi) = \frac{4\sqrt{3} \sin \xi}{\sqrt{3}(2 + \pi)^2} \cdot g \left[ \frac{\sqrt{6}(436 + 93\pi) \sin \xi}{81(2 + \pi)^{3/2}} - \frac{2\sqrt{6}}{27(2 + \pi)^{3/2}}(3 \xi - \sin 3\xi) \right] + O(g^2).$$

Introducing the variational parameter $K$ according to Eqs. (89) and (90), we obtain

<table>
<thead>
<tr>
<th>$N$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>Numerical</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_0^{(N)}$</td>
<td>1.2854</td>
<td>1.23174</td>
<td>1.56495</td>
<td>1.59507</td>
<td>1.61990</td>
<td>1.61806</td>
<td>1.61139</td>
<td>1.54478</td>
<td>1.57081</td>
</tr>
<tr>
<td>$b_1^{(N)}$</td>
<td>-1.65</td>
<td>-1.12</td>
<td>-2.72</td>
<td>-2.79</td>
<td>-3.05</td>
<td>-3.03</td>
<td>-2.98</td>
<td>-2.21</td>
<td>-2.66</td>
</tr>
</tbody>
</table>

In Table III, the leading and subleading coefficients for the large-delay behavior of the angular frequency are shown.
The optimal value of the variational parameter for the angular frequency to first order is given by Eq. (68). Inserting this value into Eqs. (94) and (95), we find the following VPT result for the limit cycle:

\begin{align}
V_{1,VPT}(\xi,K) &= \frac{4(2K^2 - 1)\cos \xi}{K^2 \sqrt{3(2 + \pi)}} \left[ \frac{5\sqrt{3}(116 + 33\pi)}{81(2 + \pi)^{3/2}} \cos \xi + \frac{2\sqrt{3}}{27(2 + \pi)^{3/2}}(\cos 3\xi - 7 \sin 3\xi) \right], \\
V_{2,VPT}(\xi,K) &= \frac{4(2K^2 - 1)\sqrt{2} \sin \xi}{K^2 \sqrt{3(2 + \pi)}} \left[ \frac{\sqrt{6}(436 + 93\pi)}{81(2 + \pi)^{3/2}} \sin \xi - \frac{2\sqrt{6}}{27(2 + \pi)^{3/2}}(5 \cos 3\xi - \sin 3\xi) \right].
\end{align}

The optimal value of the variational parameter for the angular frequency to first order is given by Eq. (68). Inserting this value into Eqs. (94) and (95), we find the following VPT result for the limit cycle:

\begin{align}
V_{1,VPT}(\xi) &= \frac{1}{27\sqrt{3}(2 + \pi)(2 + \pi + 4g)} \left[ 108(2 + \pi)^2 \cos \xi + g((1148 + 699\pi)\cos \xi - 6(2 + \pi)(\cos 3\xi - 7 \sin 3\xi)) \right], \\
V_{2,VPT}(\xi) &= \frac{2}{27\sqrt{6}(2 + \pi)(2 + \pi + 4g)} \left[ 108(2 + \pi)^2 \sin \xi + g((1292 + 771\pi)\sin \xi + 6(2 + \pi)(5 \cos 3\xi - \sin 3\xi)) \right].
\end{align}

The procedure in higher order is analogous. Figure 6(b) shows our VPT results for the limit cycle for \( \epsilon = 2 \) up to the eighth order. Figure 7(b) shows the logarithm of the error measure (52) for the VPT limit cycle versus the order \( N \) for different values of \( \epsilon \). In Fig. 8(b) the accuracy of the eighth-order results from the Shohat expansion and VPT are compared. Again, we find that our VPT results are more reliable than those from the Shohat expansion, especially for larger delays.

\section*{VII. SUMMARY}

We have performed a perturbative calculation of the limit cycle and its frequency in a two-neuron model with delay. A Shohat resummation of the respective perturbation expansions yields results which are in good agreement with numerical values but whose accuracy decreases drastically with larger values of the delay parameter. Resumming the perturbation series with VPT yields more uniformly converging results, which are reliable even in low orders, and furthermore permits the extraction of the leading large-delay behavior with sufficient accuracy. The present work constitutes the first application of VPT to a system of DDE’s. Moreover, it establishes a method for the variational resummation of perturbatively calculated limit cycles in nonlinear dynamical systems.
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\section*{APPENDIX: ELIMINATION OF SECULAR TERMS}

We now demonstrate how the conditions (26) and (27) are obtained by considering the Fourier decompositions of the periodic solution and the inhomogeneity. Inserting Eqs. (24) and (25) into the system of Eqs. (23) and (23) and comparing coefficients of \( \sin k\xi \) and \( \cos k\xi \) in both components, we obtain the following system of four equations:
\[
\begin{align*}
\frac{a_{1,k}^{(n)}}{\omega_0} + kb_{1,k}^{(n)} - \frac{a_1a_{2,k}^{(n)}}{\omega_0} \cos(k\omega_0\tau_0) + \frac{a_{1,2,k}^{(n)}}{\omega_0} \sin(k\omega_0\tau_0) - \alpha_{1,k}^{(n)} &= 0, \\
\frac{b_{2,k}^{(n)}}{\omega_0} - ka_{1,k}^{(n)} - \frac{a_1a_{2,k}^{(n)}}{\omega_0} \cos(k\omega_0\tau_0) + \frac{a_{1,2,k}^{(n)}}{\omega_0} \sin(k\omega_0\tau_0) - \beta_{1,k}^{(n)} &= 0, \\
\frac{a_{2,k}^{(n)}}{\omega_0} + kb_{2,k}^{(n)} - \frac{a_1a_{2,k}^{(n)}}{\omega_0} \cos(k\omega_0\tau_0) + \frac{a_{1,2,k}^{(n)}}{\omega_0} \sin(k\omega_0\tau_0) - \alpha_{2,k}^{(n)} &= 0, \\
\frac{b_{2,k}^{(n)}}{\omega_0} - ka_{1,k}^{(n)} - \frac{a_1a_{2,k}^{(n)}}{\omega_0} \cos(k\omega_0\tau_0) + \frac{a_{1,2,k}^{(n)}}{\omega_0} \sin(k\omega_0\tau_0) - \beta_{2,k}^{(n)} &= 0.
\end{align*}
\]

It turns out that for \(k > 1\) the coefficients \(a_{1,k}^{(n)}, b_{1,k}^{(n)}\) can be uniquely determined for any inhomogeneity, i.e., for arbitrary \(a_{1,k}^{(n)}, b_{2,k}^{(n)}\). For \(k > 1\) the solution of the system \((A1)-(A4)\) is

\[
\begin{align*}
a_{1,k}^{(n)} &= \frac{1}{D} \left( (\alpha_{1,2,k}^{(n)} - k\alpha_{1,k}^{(n)}) (\omega_0 + k^2\omega_0^2) - a_1\omega_0^2 \sin(k\omega_0\tau_0) [2\alpha_{1,k}^{(n)} - (1 + k^2)\omega_0\beta_{1,k}^{(n)}] + a_1\omega_0 \cos(k\omega_0\tau_0) [2\alpha_{1,k}^{(n)} - 2k\omega_0\beta_{1,k}^{(n)}] \\
&\quad + (1 - k^2)\omega_0^2\alpha_{1,1,k}^{(n)} + (\omega_0 + \alpha_0) \left[ \sin(2k\omega_0\tau_0) (\beta_{1,k}^{(n)} - k\omega_0\alpha_{1,k}^{(n)}) + \cos(2k\omega_0\tau_0) (\alpha_{1,k}^{(n)} + k\omega_0\beta_{1,k}^{(n)}) \right],
\end{align*}
\]

\[
\begin{align*}
b_{1,k}^{(n)} &= \frac{1}{D} \left( (\beta_{1,2,k}^{(n)} + k\alpha_{1,k}^{(n)}) (\omega_0 + k^2\omega_0^2) - a_1\omega_0^2 \sin(k\omega_0\tau_0) [2\beta_{1,k}^{(n)} + (1 + k^2)\omega_0\alpha_{1,k}^{(n)}] + a_1\omega_0 \cos(k\omega_0\tau_0) [2\beta_{1,k}^{(n)} + 2k\omega_0\alpha_{1,k}^{(n)}] \\
&\quad + (1 - k^2)\omega_0^2\beta_{1,1,k}^{(n)} + (\omega_0 + \alpha_0) \left[ \cos(2k\omega_0\tau_0) (\beta_{1,k}^{(n)} - k\omega_0\alpha_{1,k}^{(n)}) - \sin(2k\omega_0\tau_0) (\alpha_{1,k}^{(n)} + k\omega_0\beta_{1,k}^{(n)}) \right],
\end{align*}
\]

\[
\begin{align*}
a_{2,k}^{(n)} &= \frac{1}{D} \left( (\alpha_{2,2,k}^{(n)} - k\beta_{2,k}^{(n)}) (\omega_0 + k^2\omega_0^2) + (\omega_0 + \alpha_0) (\omega_0/\alpha_1) \sin(k\omega_0\tau_0) [2\alpha_{2,k}^{(n)} - 2k\alpha_{1,k}^{(n)}] \\
&\quad - \cos(k\omega_0\tau_0) [2\alpha_{1,k}^{(n)} - 2k\omega_0\beta_{1,k}^{(n)}] + (1 - k^2)\omega_0^2\alpha_{1,1,k}^{(n)} + \sin(2k\omega_0\tau_0) (\beta_{1,k}^{(n)} - k\omega_0\alpha_{1,k}^{(n)}) + \cos(2k\omega_0\tau_0) (\alpha_{1,k}^{(n)} + k\omega_0\beta_{1,k}^{(n)}) \right),
\end{align*}
\]

\[
\begin{align*}
b_{2,k}^{(n)} &= \frac{1}{D} \left( (\beta_{2,2,k}^{(n)} + k\beta_{2,k}^{(n)}) (\omega_0 + k^2\omega_0^2) + (\omega_0 + \alpha_0) (\omega_0/\alpha_1) \sin(k\omega_0\tau_0) [2\beta_{2,k}^{(n)} + \omega_0(1 + k^2)\alpha_{1,1,k}^{(n)}] \\
&\quad - \cos(k\omega_0\tau_0) [2\beta_{1,k}^{(n)} + 2k\omega_0\alpha_{1,k}^{(n)} + (1 - k^2)\omega_0^2\beta_{1,1,k}^{(n)}] - \sin(2k\omega_0\tau_0) (\alpha_{1,k}^{(n)} + k\omega_0\beta_{1,k}^{(n)}) + \cos(2k\omega_0\tau_0) (\beta_{1,k}^{(n)} - k\omega_0\alpha_{1,k}^{(n)}) \right),
\end{align*}
\]

where

\[
D = 2 + 2\omega_0^2(1 + k^2) + \omega_0^4(1 + k^4) + (\omega_0 + \alpha_0)^2 [2(1 - k^2\omega_0^2) \cos(2\omega_0\tau_0)/\omega_0 - 4k \sin(2k\tau_0\omega_0)].
\]

Note that \(D\) vanishes for \(k = 1\). We must thus reconsider the system \((A1)-(A4)\) for the case \(k = 1\) and it turns out that \(\alpha_{1,k}^{(n)}\) and \(\beta_{1,k}^{(n)}\) must satisfy certain conditions for a solution to exist. For \(k = 1\), we add \(a_2\sin(\omega_0\tau_0)\) \times Eq. \((A1)\) to Eq. \((A4)\) and subtract \(\omega_0\times Eq. \((A3)\) from \(a_2\cos(\omega_0\tau_0)\times Eq. \((A2)\). Using the identities \(a_1a_2=-(\omega_0^2+1)\) and \(\omega_0=\cos(\omega_0\tau_0)\), we obtain the two conditions \((26)\) and \((27)\) that must be satisfied by the inhomogeneity \(f^{(n)}(\xi)\). Imposing the conditions \((26)\) and \((27)\) on \(f^{(n)}\times(\xi),\) we obtain the following solution to the system of equations \((A1)-(A4)\) for \(k = 1:\)

\[
\begin{align*}
b_{1,1}^{(n)} &= \cos(\omega_0\tau_0) \left[ a_2\cos(\omega_0\tau_0)a_{1,1}^{(n)} + \frac{\alpha_{1,1}^{(n)}}{a_2} \right], \\
b_{2,1}^{(n)} &= a_2\sin(\omega_0\tau_0) [a_{1,1}^{(n)} - a_1\sin(\omega_0\tau_0)\cos(\omega_0\tau_0)] + a_{2,1}^{(n)} \cos^2(\omega_0\tau_0).
\end{align*}
\]

Here, the coefficients \(a_{1,1}^{(n)}\) and \(a_{2,1}^{(n)}\) are undetermined and follow from the initial conditions. We set \(a_{1,1}^{(n)}=A_n\) and \(a_{2,1}^{(n)}=0,\)
[55] The AnT 4.669 software package is available online at http://www.ant4669.de
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